Characterization of a Large, Low-Cost 3D Scanner
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Abstract: Imagery-based 3D scanning can be performed by scanners with multiple form factors, ranging from small and inexpensive scanners requiring manual movement around a stationary object to large freestanding (nearly) instantaneous units. Small mobile units are problematic for use in scanning living creatures, which may be unwilling or unable to (or for the very young and animals, unaware of the need to) hold a fixed position for an extended period of time. Alternately, very high cost scanners that can capture a complete scan within a few seconds are available, but they are cost prohibitive for some applications. This paper seeks to assess the performance of a large, low-cost 3D scanner, presented in prior work, which is able to concurrently capture imagery from all around an object. It provides the capabilities of the large, freestanding units at a price point akin to the smaller, mobile ones. This allows access to 3D scanning technology (particularly for applications requiring instantaneous imaging) at a lower cost. Problematically, prior analysis of the scanner’s performance was extremely limited. This paper characterizes the efficacy of the scanner for scanning both inanimate objects and humans. Given the importance of lighting to visible light scanning systems, the scanner’s performance under multiple lighting configurations is evaluated, characterizing its sensitivity to lighting design.
1. Introduction

Three-dimensional (3D) scanning allows objects in the real world to be digitized for use within or by computer software. Multiple approaches to 3D scanning exist, including laser- and imagery-based scanning techniques. Laser-based systems are available from numerous vendors; however, their cost is significant. Imagery-based systems are also available and range between low-cost and generally low-quality and expensive, higher-quality units. Many of the low-cost solutions require an operator to move the scanner around an object (or individual), making them unsuitable for applications that require quick imaging or where a subject is not willing to, not aware of the need to or not able to remain in a stationary position. Prior work [1] presented a freestanding and low-cost, imagery-based 3D scanner that was constructed using approximately 50 Raspberry Pi computer boards, mounted to a chassis. This system, producible for a parts cost of about $5000, provides capabilities that rival, in regards to multiple characteristics, the performance of systems in the $200,000 or greater range. It generates 250 megapixels of scan data and can capture a scan of a large object in seconds. The prior work that discussed the design and construction of the scanner, however, presented an extremely limited assessment of the scanner’s performance.

This paper begins the process of assessing the performance of the 3D scanner and, based on this, its efficacy for various applications. To this end, the utility of the scanner for characterizing both inanimate objects and humans is assessed. Its accuracy of digital object model creation is assessed qualitatively, for both inanimate objects and humans, and multiple scan examples are presented, facilitating visual qualitative assessment. For inanimate objects, key dimensions of the object are measured and compared to real-world measurements. For human scans, arbitrary points were selected (and marked) to facilitate the comparison of scanner and real-world point-to-point distance values. This work demonstrates the scanner’s prospective viability for a wide variety of applications. Due to the paramount importance of lighting to visible light scanning, the impact of multiple lighting conditions is assessed. This work demonstrated the impact of lighting on scanner performance and the ease of altering lighting to achieve suitable performance. In addition to informing future work with lighting condition impact information, this work facilitates the assessment of the efficacy of the use of the system in environments with particular pre-existing (and non-changeable) lighting conditions. Based on the characterization of scanner accuracy and quality performed, the paper concludes with a discussion of potential uses for the scanner and its efficacy for each.

2. Background

The work presented in this paper draws from significant prior work in multiple areas. This section discusses relevant work related to three topics. First, an overview of three-dimensional scanning, in general, and a brief discussion of prospective application areas for it is presented. Next, the types of 3D scanning hardware available are discussed. Finally, prior work on the assessment of 3D scanning is reviewed.
2.1. Three-Dimensional Scanning and Its Application Areas

Three-dimensional scanning is regularly performed at multiple scales. These can be loosely divided into those objects significantly larger than a human (i.e., buildings), human-sized objects and objects that are significantly smaller than a human (i.e., tools, body parts). Each will now be discussed, in turn.

Objects larger than humans that scanning has been demonstrated to be effective for include assessment for mining [2], creating real estate virtual walkthroughs [3], tunnel inspection [4], acoustic imaging [5] and concrete slab assessment [6]. Scanning can also be utilized to capture scenes, instead of objects, facilitating its use in road design [7] and urban planning [8]. Both types of imaging (object and scene) can be used to facilitate the electronic recording of historical sites [9] and for archeological purposes [10,11].

Scanning of humans and human-sized objects has also been an area of significant prior work (and is the focus of the scanner that is assessed herein). The utility of the technology for medical applications, such as the assessment of the shape of scoliosis patients’ backs and the evaluation of cosmetic products on large areas, has been demonstrated [12]. The technology has also been extensively used for clothing design [13,14]. Companies, such as Miller’s Oath, Astor and Black and Alton Lane, have created custom clothing using the technology [15], while Brooks Brothers and Victoria’s Secret have used it for tailoring and making product recommendations, respectively [16]. Specially-sized swimsuits [17] and other sportswear [18] have also been produced from scans. It has also been used to assess first responders’ clothing [19] and for military uniform sizing [20]. It has finds use in research, such as for assessing exercise impact [21], perceptions of attractiveness [22] and lifetime skeletal structure changes [23]. Clothing sizing surveys (used to assess body size change trends) have also been carried out with governmental support in the United States and mainland Europe [24,25] and privately in the United States [26], Australia [27] and the United Kingdom [28, 29].

Scanning of smaller-than-human objects has also been conducted extensively. This includes scanning of parts of the human body, as well as other objects. Human body part scanning has been utilized to measure, for example, facial expressions [30] and human feet [31]. It has also been utilized for medical engineering purposes, where body structures were scanned for assessment and, in some cases, replication purposes [32]. Objects have been scanned for reverse engineering purposes [33,34], quality assurance [35], creating object repositories (e.g., [36]), preserving historical artifacts [37] and assessing turbine blades [38] and concrete slabs [6].

2.2. Three-Dimensional Scanner Hardware

When Daanen and van de Water [39] provided an overview of 3D scanners in 1998, prices ranged from $50,000 to $410,000, and the $50,000 Telmat scanner imaged only “frontal and lateral” areas. In the late 1990s and early 2000s, work started on creating lower-cost scanners. Borghese et al. [40] developed a limited system that used two video cameras and a manually-held and -moved laser pointer. This system, while light (15 kg plus the weight of a laptop) and portable, required an extensive amount of time to scan due to the manual laser movement process. Rocchini et al. [41] developed a less-portable system, also with the goal of cost reduction (unfortunately, the cost is not specified, but it is characterized as “low cost” compared to $100,000 scanners). This system utilized a camera, six lights and a projector;
its performance was not specified, but it was characterized as being sufficient for capturing 3D scans of statues.

When Daanen and Harr revisited the survey in 2013 [42], the price range had dropped to $10,000 to $240,000, scan times had (on average) decreased and a larger number of the scanners that they surveyed supported color scanning. While the scanners selected for the two surveys are not perfect analogs, the juxtaposition of the two highlights a trend towards increased functionality and lower cost, as is typical of electronic devices. Even lower cost, but functionally-limited solutions (utilizing a Microsoft Kinect), are available for certain applications at price points below $1000. However, these solutions cannot image an entire object at once (as the Kinect senses from a single vantage point), requiring either the object/individual or Kinect to be moved. In prior work [1], fourteen scanners were surveyed, ranging from $300 to $240,000. It was asserted, based on this survey data, that the scanner constructed (which is characterized herein and had a parts cost of approximately $5000) had characteristics similar to those in the $200,000 to $240,000 range.

Efforts to create low-cost scanners are ongoing. Vezzetti and Violante [43] suggest the use of magnetic angular rate gravity (MARG) sensors for augmenting other low-cost sensors with accurate position and movement vector correction data in the context of a moving 3D scanner. This technology was incorporated into a prototype handheld scanner [44], which was characterized to have an average error level just below 2 mm (which appears comparable to several of the fixed scanners presented in [39,42]. Prior work [1] presented a low-cost 3D scanner using visible light sensing created from a network of Raspberry Pi units, which is discussed in Section 3 and characterized in subsequent sections.

2.3. Assessment of 3D Scanning

For a 3D scanner to be useful for many applications, its accuracy must be characterized. This requires a comparison between the model created from the scanner’s sensing and the real object or individual that has been scanned. This section reviews prior work in this area.

Prior work on 3D scanner characterization has taken several forms. Galantucci et al. [45] have proposed a four-step process for scanner verification, including analyzing operator error, the reproducibility of error, error from a control system and error from the scanning system. While their work dealt with a 3D scanning system that collects data from a limited number of closely-located cameras (thus imaging only a subset of a presented object) and utilized a calibration target designed for this scenario and face-front masks for assessment, the work’s utility for other systems lies in its identification of multiple error sources to assess. Problematically, the approach that they proposed requires a so-called “gold standard” system for comparison purposes, which may make the approach unusable for experimenters that are unable to procure or access a more expensive system to validate a prospective low-cost one.

Rocchini et al. [46] also discuss the evaluation of the 3D scanning of objects. They identify several different metrics to assess, including the number of images captured, processing time (including multiple processing phases, in their application) and imagery-to-geometry mapping (including model accuracy, image registration accuracy, local registration accuracy and visual accuracy). Regrettably, they fail to define techniques for this assessment or to perform it relative to their own system. Bruno et al. [47] take a
simpler approach for their assessment of an underwater 3D scanning technique and its assessment by comparison to non-water scanning. They measure the number of points acquired and geometric error.

An alternate approach used (separately) by Tikuisis, Meunier and Jubenville [48] and Yu and Xu [49] was to scan an object of known size and other characteristics and report on the scanner’s accuracy from this. Problematically, given the multitude of things that can impact a scanner’s performance, measurements from one object may not accurately reflect scanning accuracy for other object types or human imaging.

Polo et al. [50] discuss the utility of creating scanning targets for the characterization of scanner (in this case, a 3D terrain scanner) performance. They conducted scans of a purpose-built target, identified features on this target (excluding other objects due to distance from the imaging system) and measured the error of distance measures from the object centroid to detected points. They also analyzed the angles between the points.

Human scanning presents a more interesting challenge, for several reasons. Humans have features that are more complex than many objects, and they may make (even unknowingly and unintentionally) minor movements, making comparative assessment techniques problematic. Fourie et al. [51] sought to compare multiple techniques and their relevance to human scanning and did so using cadaver heads (solving the movement issue). The heads were scanned and processed using multiple techniques, and these scanned models were compared to manual measurements of 21 distances between 15 facial features. The use of features can be problematic, as Kouchi and Mochimaru [52] demonstrated, due to difficulty in re-identifying the same point. Error levels as high as 10.4 mm were reported by their study. Given that this was based on re-identifying the same point (either by the same individual or a second one) on the same individual, it would seem likely that error between a physical human and on-screen model would be even higher.

The use of humans as a mechanism for evaluating a scanner is also problematic due to the fact that distances between features change based upon pose. Lu, Wang and Mollard [53] demonstrated that bust-to-bust breadth and posterior chest breadth changed due to hand position (in addition to a less pronounced impact on the scanning accuracy). This finding is echoed by Lu and Wang [54], who demonstrated that the repeatability of measurements is lower with human subjects than with mannequins. The scanned measurements were also found to be more accurate, making the use of the less accurate, manually-collected measurements as a basis for scanner evaluation problematic. Ma et al. [55] also compared identifier-to-identifier accuracy and found that the error was as high as 3% for some segments, while most were below 2%.

The Civilian American and European Surface Anthropometry Resource (CAESAR) project [56] compared accuracy between 3D scanners and found that, even with the use of the same marked individuals moving from one scanner/scanning team to the other, the error rate performance was not consistent (with the team with more recent practice performing generally better than the team that had completed their primary work a period of time before the comparison study). They did note, however, that both teams, in most cases, were able to get measurements that were better than the maximum acceptable error level dictated by the U.S. Army Anthropometric Survey (ANSUR), standards. ANSUR maximum allowable error levels range from 2 mm for foot breadth (the mean value of data collected was 103.6 mm) to 11 mm for chest height (mean value: 1302.6). Of the 26 maximum allowable error levels, 19 allow error levels of 5 mm or greater.
3. Overview of the 3D Scanner

This section provides an overview of the 3D scanner, which was presented and is described in greater detail in [1]. Figure 1a–c depicts the 3D scanner. Figure 1a shows the assembled scanner in the laboratory. Figure 1b provides the approximate dimensions of the scanner, while Figure 1c demonstrates camera placement. Notably, camera placement was widened slightly for the doorway area (this is not shown on the figure). Two overhead cameras were added later and are also not depicted, but are shown in Figure 2.

![Figure 1](image1.png)

**Figure 1.** (a) Picture of the assembled 3D scanner [1]; (b) dimensions of the scanner [1]; (c) camera locations [1].

The scanner works by capturing fifty concurrent images from four height levels at the positions shown in Figure 1c and two overhead locations (shown in Figure 2). This process is triggered by a multicast network message sent from the server to all Raspberry Pi units, which then capture their images at nearly the same moment in time and upload the images on to the server. Software is then utilized to create a computer-aided design (CAD) model from this imagery. Two commercial software packages have been utilized, Autodesk Recap 360 and Agisoft PhotoScan. The work in this paper was performed with Agisoft PhotoScan.

Since the work presented in [1], significant effort has been undertaken to solve issues with imaging of objects at the top of the scanner’s chamber area (such as the head of a scanned human). Several changes have been made to the scanner to accomplish this. First, the top cameras (shown in Figure 2) have been
added, as planned. Second, lighting has been repositioned (relative to the object or individual being photographed) to produce enhanced results. Figure 3a shows the problems that lighting and camera positioning were causing, prior to these changes being made. Figure 3b,c shows a high-quality wireframe (b) and colored mesh (c) created from a scan taken after the changes were completed. The images in the remainder of this paper utilize this updated configuration.

Figure 3. (a) Render from images taken before changes; (b,c) top-down view of the wireframe and mesh from the scan after the changes.

The fifty images captured by the scanner are processed via Agisoft PhotoScan in several phases. PhotoScan is used at the current phase of development, to allow verification of the hardware-software system used for image capture. The development of a software module to create the mesh and models serves as a subject for future work. Initially, a point cloud is generated by matching points between images from different angles, allowing them to be positioned in three-dimensional space. Figure 4a shows the initial point cloud for a scan.

Figure 4. (a) 3D scan results, showing the light point cloud; (b) 3D scan results, showing the dense point cloud; (c) 3D scan results showing the network.

Once this light point cloud is generated, a more robust point cloud can also be generated. This so-called dense point cloud for the same scan is shown in Figure 4b. From this, a mesh is generated. It is also possible to generate a mesh directly from the light point cloud; however, this will not have the same level of detail as one generated from the dense point cloud. An example mesh is shown in Figure 5a. Figure 4c shows the underlying wireframe network that was used to create this mesh. For
applications, such as 3D printing, the mesh is the point that one can stop at. This mesh can be exported from the software and imported into software that will prepare it for printing. However, other applications that involve manipulating the scan on screen can benefit from additional steps. The mesh can be colored, as shown in Figure 5b, and a texture, from the original source imagery, can be applied, as shown in Figure 5c.

![Figure 5. (a) 3D scan results, showing the mesh; (b) 3D scan results, showing the colored mesh; (c) 3D scan results showing the textured mesh.](image)

4. Experimental Design, Methods and Data Collected

The goal of this work is to characterize scanner performance, relative to the real-world object that is being imaged. This section describes the process of collecting the data that was used for this purpose. Several different experiments were conducted. Each is now discussed.

4.1. Characterization of Object Scanning

To facilitate accurate initial characterization measurement, an inanimate object was used instead of a human. In this case, first two and then three empty photocopier paper boxes were stacked on top of a garbage can. As has been previously noted, lighting can have a significant impact on scanner performance, and objects with large flat surfaces (like boxes), while easy to measure, can be problematic to scan.

In the first test, the boxes were scanned using both the scanner’s fluorescent lights and the overhead fluorescent lights (which are covered by diffuser panels). This imagery was unusable. For the second test, only the overhead lighting was utilized; this performed better, but still failed to provide measurable imagery. In the third test, beige fabric was placed over the boxes. The model produced from this is shown as Figure 6; the model with a mapped texture is shown in Figure 6b. Two images of this experiment
from system cameras are shown as Figure 6c,d. Figure 6c shows the glare coming from the top of the box, which causes this distortion. Figure 6d shows that the top of the box is flat and not as rendered in Figure 6a,b. While the sides for this are suitable for potential measurement, the top (which was flat) is modeled with incorrect mountain range-like protrusions.

Figure 6. (a) Mesh of the box showing the mapped texture; (b) model of the box with the mapped texture showing the impact of light reflection; (c) actual picture of the box from the system camera showing light glare; (d) actual picture of the box from the system camera showing that the surface is flat.

A darker piece of maroon fabric was next utilized; for this experiment a third box was used to store the excess fabric and still allow it to cover the initial two boxes. This model is shown in Figure 7a with a mapped texture and as an uncolored mesh in Figure 7b. While the reflection-caused glare artifacts have been reduced, there are still several peaks towards the right side of the box. Additional manual removal of points from the point cloud could potentially reduce this somewhat. This is unlike the lighter color fabric shown in Figure 6a–d, where removal of these mountain-range-style points actually removed the box’s top surface.

Figure 7. (a) Box with a maroon cloth showing the mapped texture; (b) box with a maroon cloth’s mesh model without texture.

Given that the problems shown in Figures 6a–d and 7a,b seem to be most prevalent on the surface normal to the incidence of the light, the box was now tilted to remove this normal surface. Figure 8a–d depicts this. Figure 8a shows the texture-applied model of the boxes; Figure 8b shows the uncolored
mesh. Figure 8c,d shows the same for the top of the box, respectively. Notably, there is no significant ridge and only minor discoloration on the front edge.

All of these images required some manual removal of erroneous points. These were identified by being away from the object (with a visible space in between the object and the points) or from their incorrect coloration. Facilitating automated removal of these points, potentially through changing the walls of the imaging chamber, will serve as a subject for future work.

![Figure 8](image)

**Figure 8.** (a) Box with a maroon cloth at an angle showing the mapped texture; (b) angled box with a maroon cloth’s mesh model without texture; (c) top view with the mapped texture; (d) top view without texture.

Table 1 presents the measurements of the boxes, as well as the values obtained from the CAD software. For the purposes of this work, the average of the actual measurements and the average of the scanned measurements was used to scale all of the CAD measurements. Without calibration, the scanner is not able to sense the scale of the object that it is imaging (resulting in models having arbitrary units), so a scaling factor must be applied. While global calibration is prospectively possible, the (calibrate-on-use) scaling approach is desirable for multiple reasons. First, it prevents unnoticed camera movement from inadvertently impairing data accuracy. Second, it allows the scanner to be reconfigured for different applications without having to perform a detailed calibration process. Third, it mitigates the potential for a calibration that is well suited to one type or size of object being inadvertently applied to objects for which it is not well suited. The use of a calibration procedure, conversely, could eliminate the need for making manual measurements and also possibly increase scanner accuracy, if an object with precisely known dimensions was available for use as a calibration target. Comparative assessment of the relative efficacy of the calibrate-on-use and calibration procedure approaches remains a subject for future work. These scaled values are also presented, and, in the far right column, the level of error is presented.

The data presented in Table 1 characterize the performance of the scanner for measuring dimensions of an object with sharp corners and edges. The error levels of 0.14 in to 0.30 in are well within the usable range for many applications and range from between 0.8% to 1.7% of the dimension measured.
Table 1. Measurement data from the CAD models of the boxes presented in Figure 9 and actual measurements.

<table>
<thead>
<tr>
<th>CAD Model Values</th>
<th>Scaled Values (in)</th>
<th>Actual Measurement</th>
<th>Absolute Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 1</td>
</tr>
<tr>
<td>Short Side 1</td>
<td>0.88</td>
<td>1.05</td>
<td>0.93</td>
</tr>
<tr>
<td>Short Side 2</td>
<td>0.87</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>Long Side 1</td>
<td>1.33</td>
<td>1.54</td>
<td>1.44</td>
</tr>
<tr>
<td>Long Side 2</td>
<td>1.34</td>
<td>1.59</td>
<td>1.46</td>
</tr>
<tr>
<td>Diagonal 1</td>
<td>1.59</td>
<td>1.90</td>
<td>1.74</td>
</tr>
<tr>
<td>Diagonal 2</td>
<td>1.61</td>
<td>1.85</td>
<td>1.72</td>
</tr>
<tr>
<td>Average Error</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Characterization of Human Scanning

An experiment performed to characterize the performance of the scanner in scanning a human is now discussed. Many of the techniques discussed in prior work (see Section 2) were somewhat invasive and characterized the actual physiology of an individual. However, for the purposes of characterizing the performance of the hardware, this is not necessary, and consequentially, the use of arbitrary points was selected. This benefited from a lack of need to identify specific points on the body of the individual scanned and match them up to points in the model. Instead, orange markers were affixed at arbitrary points and the distances between these points measured. Each measurement was conducted from the middle of the marker to the middle of the adjacent markers. Figure 9 shows the approximate placement of the markers, and Figure 9b,c show the actual marker placement.

The same points were then measured in CAD software, based on the model produced from the scanner. Table 2 presents the data collected. Again, the average was used for scaling. The segment labels correspond to those depicted in Figure 9d. The actual measurements are presented in the second column. The CAD
measurements (in arbitrary units) are presented in the third column; the forth column presents scaled values, as discussed. The last column calculates the discrepancy between the actual and scaled measurements. Problematically, measurement accuracy and movement may confound the actual measurement error. A limited amount of error may be attributed to the accuracy of the manual measurement process, which utilized a tape measure accurate to 1/16 of an inch. More problematic, however, is the potential for small movements by the individual to whom the points were affixed.

The average error, 0.37 in, is within a range acceptable for many applications. Problematically, this may understate the actual accuracy of the scanner, which, as shown in Figure 9a, is sensitive enough to detect small wrinkles in a shirt, for example. This work did, however, demonstrate the efficacy of the scanner for human scanning and demonstrate that gross error (the error detected is only 0.35% of the x- and y-dimensions of the scanning chamber) did not occur for human scanning.

Table 2. Manual measurements, CAD model measurements, scaled CAD measurements (to real-world units) and discrepancy. CAD units are arbitrary, and all other columns are presented in inches.

<table>
<thead>
<tr>
<th>Segments</th>
<th>Measurement (in)</th>
<th>CAD</th>
<th>Scaled (in)</th>
<th>Discrepancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>3.00</td>
<td>0.211</td>
<td>2.563</td>
<td>0.44</td>
</tr>
<tr>
<td>Segment 2</td>
<td>2.63</td>
<td>0.163</td>
<td>1.977</td>
<td>0.65</td>
</tr>
<tr>
<td>Segment 3</td>
<td>6.88</td>
<td>0.557</td>
<td>6.750</td>
<td>0.12</td>
</tr>
<tr>
<td>Segment 4</td>
<td>6.00</td>
<td>0.509</td>
<td>6.167</td>
<td>0.17</td>
</tr>
<tr>
<td>Segment 5</td>
<td>10.00</td>
<td>0.864</td>
<td>10.475</td>
<td>0.48</td>
</tr>
<tr>
<td>Segment 6</td>
<td>9.60</td>
<td>0.810</td>
<td>9.822</td>
<td>0.22</td>
</tr>
<tr>
<td>Segment 7</td>
<td>8.00</td>
<td>0.615</td>
<td>7.451</td>
<td>0.55</td>
</tr>
<tr>
<td>Segment 8</td>
<td>6.13</td>
<td>0.534</td>
<td>6.473</td>
<td>0.35</td>
</tr>
<tr>
<td>Segment 9</td>
<td>10.00</td>
<td>0.814</td>
<td>9.867</td>
<td>0.13</td>
</tr>
<tr>
<td>Segment 10</td>
<td>10.00</td>
<td>0.867</td>
<td>10.512</td>
<td>0.51</td>
</tr>
<tr>
<td>Average</td>
<td>7.22</td>
<td>0.595</td>
<td>12.148</td>
<td>0.37</td>
</tr>
</tbody>
</table>

4.3. Characterization of the Impact of Lighting

Finally, as lighting is critical to the operation of a visible light 3D scanning system, work was conducted to assess the impact of changing lighting on the scanning process. Experiments were conducted to identify lighting characteristics that resulted in optimal performance, identifying the best lighting approach for conducting scans using a system of this type and providing direction for future work (which could assess other factors, possibly improving on the performance of this identified best-performing approach). The performance of the scanning under varied lighting conditions informs the assessment of the efficacy of the scanner for applications where a lighting configuration pre-exists scanner incorporation. This can be used to assess scanner suitability in an environment where lighting cannot be changed and defines lighting best practices for applications where light can be configured to enhance scanner performance.

In Section 3, the impact of a lighting configuration on the image generated of a human head was already discussed (and shown in Figure 3a–c). In this section, the overall lighting (based on the new positioning of the lights that does not create the melting-like problem shown in Figure 3a) conditions were varied. Lighting for the scanner is created by two separate lighting systems. First, there is the normal room lighting, and this has three potential modes: one bulb per fixture, two bulbs per fixture or
three bulbs per fixture engaged (there are three fixtures in the room, and two directly illuminate the scanner). These bulbs are located behind standard commercial diffusor panels. Additionally, three florescent lights were mounted in the scanner: one is directly above the person or object being scanned, and one is located both in front and behind the person or object. These 25-watt, 3-ft florescent tubes are independently controlled.

An individual remained stationary for all six tests while the lighting conditions were altered and scans were taken. The scanner’s lighting configuration is depicted in Figure 2. Six tests were conducted (labeled as Test 1 to Test 6 in Tables 3 and 4). Table 3 presents the lighting combinations for each test, and Table 4 presents the model completion levels that were generated using them (with the configuration for a given test number in Table 3 corresponding to the data presented for the same test number in Table 4). Because the software utilizes arbitrary units (which may vary from scan to scan), it was necessary to normalize the volume data. A normalization factor was computed by dividing the measured shoulder width of the individual scanned in each test by the average width across all tests. All volumes were multiplied by the cube of this factor.

<table>
<thead>
<tr>
<th>Test</th>
<th>Overhead 1</th>
<th>Overhead 2</th>
<th>Front</th>
<th>Middle</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Test 2</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 3</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Test 4</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Test 5</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 6</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Shoulder Width</th>
<th>Volume</th>
<th>Normalization Factor</th>
<th>Normalized Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>1.427</td>
<td>2.958 × 10⁻⁷</td>
<td>2.158 × 10⁻⁷</td>
</tr>
<tr>
<td>Test 2</td>
<td>1.428</td>
<td>3.342</td>
<td>0.899</td>
</tr>
<tr>
<td>Test 3</td>
<td>0.957</td>
<td>0.943</td>
<td>1.342</td>
</tr>
<tr>
<td>Test 4</td>
<td>1.147</td>
<td>1.687</td>
<td>1.120</td>
</tr>
<tr>
<td>Test 5</td>
<td>1.482</td>
<td>3.444</td>
<td>0.867</td>
</tr>
<tr>
<td>Test 6</td>
<td>1.266</td>
<td>2.157</td>
<td>1.015</td>
</tr>
</tbody>
</table>

The data presented in Table 4 demonstrates the impact of different lighting configurations on object completeness. It demonstrates the importance of sufficient lighting: test 1, for example, exhibited the worst results and had the lowest lighting levels. It also demonstrates the importance of lighting consistency: tests 2 and 4 exhibited the best and second-best performance, respectively, and both were the cases with the most consistent lighting. While proper lighting is essential and consistent lighting is beneficial, the tests also demonstrated that the technology is at least somewhat resilient to less consistent (but sufficiently bright) lighting, as the performance of less consistent tests was not dramatically lower than those with the most consistent lighting.
5. Discussion of Data Collected

The data presented demonstrates the utility of the scanner for imaging objects of multiple types. It also demonstrates the critical impact of proper lighting on the performance of the scanner. The work has demonstrated the ability to collect data that is sufficiently accurate for many applications, including many measurements relevant to characterizing humans. Given its low cost and performance, the scanner could prospectively allow access to the use of 3D scanning technology by projects that would otherwise not be able to afford access to it (or allow owned access, as opposed to having to rent time on service provider scanning equipment, which is available in some larger cities). Lowered costs also facilitate the use of the technology by small businesses and for student projects. The resiliency to various lighting conditions demonstrated suggests that the deployment of camera clusters into everyday spaces (such as entryways to buildings or on freestanding poles) could be effective, as long as the areas were sufficiently well lit. This, prospectively, could allow visible light 3D scanning to be utilized for numerous applications.

6. Conclusions and Future Work

The work presented herein begins to characterize the accuracy of a large, low-cost, visible light 3D scanner. This scanner, which is designed to be a research tool for wide use at the University of North Dakota, can prospectively be utilized directly (i.e., for data collection), as well as a platform to support additional 3D scanner technology development. With a cost of approximately $5000, it is designed to enable significant additional research capabilities. This work has shown that the scanner can produce data within the requirements of many human scanning applications and also characterized the error of its performance with regards to inanimate objects with sharp corners (a distinctly different type of object from human-like ones). Work has also been performed identifying superior and inferior lighting conditions, which provides operating guidance, as well as aiding in the assessment of the scanner’s utility for applications based on the type of lighting that might be present in the environment. It has demonstrated that both insufficient lighting, as well as over lighting produce undesirable results. Typical room ambient light levels seem to produce the best results, with the caveat that these levels must be consistent across the entire object or human being scanned (making existing room lighting unsuitable for this in many cases). Surfaces normal to the camera and lighting source (which reflect the light back as glare to the camera) were shown to be particularly problematic. Additional assessment, to characterize if performance may, in some cases, exceed measurement capabilities, remains a subject for future work. The design developed should be able to be replicated by others without significant difficulty.

Since this type of scanner is capable of capturing a 360-degree snapshot of an object within its imaging chamber, it has numerous prospective applications. A scanner of this type could support triage within or as part of the entrance to a hospital emergency ward. In this capacity, it could collect data on patient movement patterns and detect visible injuries, having this data available to the intake nurse. The scanner could also be used to produce a model of a wound’s exterior conditions. This could be utilized to track a condition over time, to aid diagnosis or for archival purposes. A chiropractor could utilize this type of 3D scanner for a similar purpose. Scanners can, similarly, facilitate performance optimization and tracking of athletes. Numerous other uses for scanning technologies exist, and thus, being able to build a complete body scanner for under $5000 enables its use in applications that could not previously
support the cost of scanner procurement. The flexible camera positioning of this approach also facilitates integrating 3D scanning capabilities into existing rooms, entry ways and similar spaces. This work has demonstrated the scanner’s utility, in terms of accuracy, for many of these applications, as well as demonstrating the importance and characteristics of suitable lighting. The exploration of the use of this scanner design for these applications, as well as the identification and exploration of new applications for which this particular type of scanner is well suited will serve as a key goal of future work.
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