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Abstract

In this paper we describe the capture, analysis, and synthesis of optical vignetting in conventional cameras. We

analyze the spatially-varying point spread function (PSF) to accurately model the vignetting for any given focus or

aperture setting. In contrast to existing "flat-field" calibration procedures, we propose a simple calibration pattern

consisting of a two-dimensional array of point light sources – allowing simultaneous estimation of vignetting

correction tables and spatially-varying blur kernels. We demonstrate the accuracy of our model by deblurring

images with focus and aperture settings not sampled during calibration. We also introduce the Bokeh Brush: a

novel, post-capture method for full-resolution control of the shape of out-of-focus points. This effect is achieved

by collecting a small set of images with varying basis aperture shapes. We demonstrate the effectiveness of this

approach for a variety of scenes and aperture sets.

Categories and Subject Descriptors (according to ACM CCS): I.3.8 [Computer Graphics]: Applications

1. Introduction

A professional photographer is faced with a seemingly great
challenge: how to select the appropriate lens for a given sit-
uation at a moment’s notice. While there are a variety of
heuristics, such as the well-known “sunny f/16” rule, a pho-
tographer’s skill in this task must be honed by experience. It
is one of the goals of computational photography to reduce
some of these concerns for both professional and amateur
photographers. While previous works have examined meth-
ods for refocusing, deblurring, or augmenting conventional
images, few have examined the topic of bokeh. In general, a
good bokeh is characterized by a subtle blur for out-of-focus
points – creating a pleasing separation between foreground
and background objects in portrait or macro photography. In
this paper we develop a new method to allow post-capture
control of lens bokeh for still life scenes.

To inform our discussion of image bokeh, we present a
unified approach to vignetting calibration in conventional
cameras. Drawing upon recent work in computer vision and
graphics, we propose a simple, yet accurate, vignetting and
spatially-varying point spread function model. This model
and calibration procedure should find broad applicability as
more researchers begin exploring the topics of vignetting,
highlight manipulation, and aesthetics.

1.1. Contributions

The vignetting and spatially-varying point spread function
capture, analysis, and synthesis methods introduced in this
paper integrate enhancements to a number of prior results in
a novel way. The primary contributions include:

i. By exploiting the simple observation that the out-of-focus
image of a point light directly gives the point spread func-
tion, we show a practical low-cost method to simulta-
neously estimate the vignetting and the spatially-varying
point spread function. (Note that, while straightforward,
this method can prove challenging in practice due to the
long exposure times required with point sources.)

ii. We introduce the Bokeh Brush: a novel, post-capture
method for full-resolution control of the shape of out-of-
focus points. This effect is achieved by collecting a small
set of images with varying basis aperture shapes. We
demonstrate that optimal basis aperture selection is es-
sentially a compression problem – one solution of which
is to apply PCA or NMF to training aperture images.
(Note that we assume a static scene so that multiple ex-
posures can be obtained with varying aperture shapes.)
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1.2. Related Work

The topic of vignetting correction can be subsumed within
the larger field of radiometric calibration. As described in
Litvinov and Schechner [LS05], cameras exhibit three pri-
mary types of radiometric non-idealities: (1) spatial non-
uniformity due to vignetting, (2) nonlinear radiometric re-
sponse of the sensor, and (3) temporal variations due to auto-
matic gain control (AGC). Unfortunately, typical consumer-
grade cameras do not allow users to precisely control intrin-
sic camera parameters and settings (e.g., zoom, focal length,
and aperture). As a result, laboratory flat-field calibration us-
ing a uniform white light area source [Yu04] proves prob-
lematic – motivating recent efforts to develop simpler radio-
metric calibration procedures. Several authors have focused
on single-image radiometric calibration, as well as single-
image vignetting correction [ZLK06]. In most of these
works the motivating application is creating image mosaics,
whether using a sequence of still images [GC05,d’A07] or a
video sequence [LS05].

Recently, several applications in computer vision
and graphics have required high-accuracy estimates of
spatially-varying point spread functions. Veeraraghavan et
al. [VRA∗07] and Levin et al. [LFDF07] considered coded

aperture imaging. In those works, a spatially-modulated
mask (i.e., an aperture pattern) was placed at the iris plane
of a conventional camera. In the former work, a broadband
mask enabled post-processing digital refocusing (at full
sensor resolution) for layered Lambertian scenes. In the
later work, the authors proposed a similar mask for simulta-
neously recovering scene depth and high-resolution images.
In both cases, the authors proposed specific PSF calibration
patterns, including: general scenes under natural image
statistics and a planar pattern of random curves, respectively.
We also recognize the closely-related work on confocal
stereo and variable-aperture photography developed by
Hasinoff and Kutulakos [HK06, HK07]. Note that we will
discuss their models in more detail in Section 2.1.

2. Modeling Vignetting

Images produced by optical photography tend to exhibit a
radial reduction in brightness that increases towards the im-
age periphery. This reduction arises from a combination of
factors, including: (1) limitations of the optical design of the
camera, (2) the physical properties of light, and (3) particular
characteristics of the imaging sensor. In this work we sepa-
rate these effects using the taxonomy presented by Goldman
and Chen [GC05] and Ray [Ray02].

Mechanical vignetting results in radial brightness atten-
uation due to physical obstructions in front of the lens body.
Typical obstructions include lens hoods, filters, and sec-
ondary lenses. In contrast to other types of vignetting, me-
chanical vignetting can completely block light from reach-
ing certain image regions, preventing those areas from being
recovered by any correction algorithm.

Figure 1: Illustration of optical vignetting. From left to

right: (a) reference image at f/5.6, (b) reference image at

f/1.4, and (inset) illustration of entrance pupil shape as a

function of incidence angle and aperture setting [vW07].

Optical vignetting occurs in multi-element optical de-
signs. As shown in Figure 1, for a given aperture the
clear area will decrease for off-axis viewing angles and
can be modeled using the variable cone model described
in [AAB96]. Optical vignetting can be reduced by stopping
down the lens (i.e., reducing the aperture size), since this will
reduce exit pupil variation for large viewing angles.

Natural vignetting causes radial attenuation that, unlike
the previous types, does not arise from occlusion of light.
Instead, this source of vignetting is due to the physical prop-
erties of light and the geometric construction of typical cam-
eras. Typically modeled using the approximate cos4(θ) law,
where θ is the angle of light leaving the rear of the lens, natu-
ral vignetting combines the effects due to the inverse square
fall-off of light, Lambert’s law, and the foreshortening of the
exit pupil for large incidence angles [KW00, vW07].

Pixel vignetting arises in digital cameras. Similar to me-
chanical and optical vignetting, pixel vignetting causes a ra-
dial falloff of light recorded by a digital sensor (e.g., CMOS)
due to the finite depth of the photon well, causing light to be
blocked from the detector regions for large incidence angles.

2.1. Geometric Model: Spatially-varying PSF

Recall that a thin lens can be characterized by

1

f
=

1

fD
+

1

D
,

where f is the focal length, fD is the separation between
the image and lens planes, and D is the distance to the
object plane (see Figure 2). As described by Bae and Du-
rand [BD07], the diameter c of the PSF is given by

c =
|S−D|

S
·

f 2

N(D− f )
,
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where S is the distance to a given out-of-focus point and N

is the f-number. This model predicts that the PSF will scale
as a function of the object distance S and the f-number N. As
a result, a calibration procedure would need to sample both
these parameters to fully characterize the point spread func-
tion. However, as noted by Hasinoff and Kutulakos [HK07],
the effective blur diameter c̃ is given by the linear relation

c̃ =
|S−D|

S
A,

where A is the aperture diameter. Under this approximation,
we find that the spatially varying PSF could potentially be
estimated from a single image. In conclusion, we find that
the spatially-varying PSF B(s, t;x,y) will scale linearly with
the effective blur diameter c̃ such that

Bc̃(s, t;x,y) =
1

c̃2
Bc̃

(

s, t;
x

c̃
,

y

c̃

)

,

as given by Hasinoff and Kutulakos’ model [HK07].

c

fD

fDS

c

fD
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Figure 2: The thin lens model. The aperture diameter is A

and the focal length is f . The image plane and object plane

distances are given by fD and D, respectively. Out-of-focus

points at S create a circle of confusion of diameter c [BD07].

2.2. Photometric Model: Radial Intensity Fall-off

As shown in Figure 1, typical lenses demonstrate a signif-
icant radial fall-off in intensity for small f-numbers. While
previous authors have fit a smooth function to a flat-field cal-
ibration data set [Yu04, AAB96], we propose a data-driven
approach. For a small sampling of the camera settings, we
collect a sparse set of vignetting coefficients in the image
space. Afterwards, we apply scattered data interpolation (us-
ing radial basis functions) to determine the vignetting func-
tion for arbitrary camera settings and on a dense pixel-level
grid (assuming the vignetting function is smoothly varying
in both space and as a function of camera settings).

3. Data Capture

Given the geometric and photometric model in the previous
section, we propose a robust method for estimating its pa-
rameters as a function of the general camera settings, includ-
ing: zoom, focus, and aperture. In this paper, we restrict our
analysis to fixed focal length lenses, such that the only intrin-
sic variables are: (1) the distance to the focus plane and (2)
the f-number of the lens. In contrast to existing PSF and vi-
gnetting calibration approaches that utilize complicated area

Figure 3: Example of piecewise-linear point spread function

interpolation. Gray kernels correspond to images of blurred

point sources, whereas the red kernel is linearly interpolated

from its three nearest neighbors.

sources or printed test patterns (and corresponding assump-
tions on the form of the PSF), we observe that the out-of-
focus image of a point light directly gives the point spread
function. As a result, we propose using a two-dimensional
array of point (white) light sources that can either be printed
or projected from an absorbing (black) test surface.

3.1. Capture Setup

We display the test pattern shown in Figure 4(a) using a NEC
MultiSync LCD (Model 2070NX). The calibration images
were collected using a Canon EOS Rebel XT with a Canon
100mm Macro Lens. The lens was modified to allow the
manual insertion of aperture patterns directly into the plane
of the iris (i.e., by removing the original lens diaphragm). A
typical calibration image, collected with an open aperture, is
shown in Figure 4(b). (Note the characteristic cat’s eye pat-
tern.) To further illustrate the behavior of our modified lens,
we have shown the calibration image acquired with a “star-
shaped” aperture in Figure 4(c).

3.2. Parametric Model Estimation

Given the captured PSF data, we begin by segmenting the
individual kernels using basic image processing and mor-
phological operations. Next, we approximate the image-
coordinate projection of a point light source as the inten-
sity centroid of the corresponding PSF kernel. Finally, we
approximate the local vignetting by averaging the values ob-
served in each kernel. We proceed by interpolating the sparse
set of vignetting coefficients using a low-order polynomial
model. Similarly, we use a piecewise-linear interpolation
scheme inspired by [NO98] to obtain a dense estimate of
the spatially-varying PSF; first, we find the Delaunay trian-
gulation of the PSF intensity centroids. For any given pixel,
we linearly weight the PSF’s on the vertices of the enclos-
ing triangle using barycentric coordinates. Typical results are
shown in Figure 3.
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(a) calibration pattern (b) image with open aperture (small f-number) (c) image with “star-shaped” aperture

Figure 4: Example of optical vignetting calibration using a two-dimensional array of point light sources. (a) The calibration

image containing an array of 7×11 point light sources. (b) An image acquired with an open aperture that exhibits the charac-

teristic “cat’s eye” effect [Ray02]. (c) An image obtained by placing a mask with a “star-shaped” pattern in the aperture.

4. Synthesis of Vignetting and Aperture Effects

Next, we focus on simulating the previously-discussed vi-
gnetting and aperture-dependent effects. In particular, we re-
call that controlling the bokeh is of particular importance to
both professional and casual photographers. Through bokeh,
the shape of out-of-focus points can be manipulated to im-
part additional meaning or stylization to an image. For ex-
ample, as shown in Figure 5(a), a smooth bokeh can create
an enhanced sense of separation between the foreground and
background. This effect is typically exploited in portrait and
macro photography, with certain lenses becoming prized in
these fields for their exquisite bokeh. Similarly, distinct aper-
ture shapes (e.g., hearts, stars, diamonds, etc.) can be used
to for a novel effect or to convey a particular meaning (see
Figure 5(b)). In the following sections we’ll propose several
methods for controlling the bokeh after image acquisition.

4.1. The Bokeh Brush

Recall that the bokeh is a direct result of the spatially-
varying point spread function, which is itself due to the
shape of the aperture (or other occluding structures in the
lens). Traditionally, photographers would have to carefully
select a lens or aperture filter to achieve the desired bokeh

(a) typical bokeh for portraits (b) “star-shaped” bokeh

Figure 5: Illustration of bokeh in conventional photography.

at the time of image acquisition. Inspired by computational
photography, we present a novel solution for post-capture,
spatially-varying bokeh adjustment.

Figure 6: Example of aperture superposition.

4.1.1. Aperture Superposition Principle

Recall that, for unit magnification, the recorded image irra-
diance Ii(x,y) at a pixel (x,y) is given by

Ii(x,y) =
∫∫

Ω
B(s, t;x,y)Io(s, t)dsdt, (1)

where Ω is the domain of the image, Io(x,y) is the irradi-
ance distribution on the object plane, and B(s, t;x,y) is the
spatially-varying point spread function [HK07, NO98]. The
PSF can also be expressed as a linear superposition of N ba-
sis functions {Bi(s, t;x,y)} such that

Ii(x,y) =
N

∑
i=1

λi

∫∫

Ω
Bi(s, t;x,y)Io(s, t)dsdt. (2)

This result indicates a direct and simple method to control
bokeh in post-processing. Since the spatially-varying point
spread function is dependent on the shape of the aperture, we
find that rather than using only a single user-selected aper-
ture, we can record a series of photographs using a small
subset of basis apertures {Ai(s, t;x,y)} that span a large fam-
ily of iris patterns. As shown in Figure 6, a given aperture
function A(s, t;x,y) can then be approximated by the follow-
ing linear combination.

A(s, t;x,y) =
N

∑
i=1

λiAi(s, t;x,y). (3)

This expression states the aperture superposition principle:
the images recorded with a given set of basis apertures can
be linearly combined to synthesize the image that would be
formed by the aperture resulting from the same combination.
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(a) training apertures (b) eigenaperture set (c) training aperture reconstructions

Figure 7: Bokeh Brush PCA-derived apertures (spanning the capitalized Arial font). (a) A subset of 12 training apertures {xi}.

(b) From left to right and top to bottom: The open aperture, the normalized offset aperture x̃0, and the first ten components of

the PCA-derived eigenaperture set {φ̃ j}. (c) The training aperture reconstructions {x̃i}.

4.1.2. Bokeh Synthesis using Principal Components

Although we have demonstrated that images with different
apertures can be linearly combined, we still require an ef-
ficient basis. One solution would be to use a set of trans-
lated pinholes; such a strategy would record the incident
light field [LLC07]. While acknowledging the generality of
this approach, we observe that specialized bases can be used
to achieve greater compression ratios. In this section, we
apply principal component analysis (PCA) to compress an
application-specific set of apertures and achieve post-capture
bokeh control without acquiring a complete light field.

Let’s begin by reviewing the basic properties of PCA, as
popularized by the eigenfaces method introduced by Turk
and Pentland [TP91]. Assume that each d-pixel image is rep-
resented by a single d×1 column vector xi. Recall that the
projection x′i of xi on a linear subspace is

x
′

i = ΦT (xi − x̄), (4)

where Φ is a d×m matrix (with m < d), whose columns form
an orthonormal basis for a linear subspace of R

d with dimen-
sion m. Also note that we have subtracted the mean image
x̄ = 1

N ∑
N
i=1 xi. For the particular case of PCA, the columns

of Φ correspond to the first m unit-length eigenvectors {φ j}
(sorted by decreasing eigenvalue) of the d×d covariance ma-
trix Σ given by

Σ =
1

N

N

∑
i=1

(xi − x̄)(xi − x̄)T
.

We refer to the m eigenvectors {φ j} as the principal compo-

nents of the data. The least-squares reconstruction x̂i of xi is
given by

x̂i = x̄+Φx
′

i . (5)

Now that we have reviewed the basic properties of PCA,
let’s use it to compress any given set of apertures. In post-
processing, a photographer may want to select from a broad
class of aperture shapes – ones which could vary from im-
age to image or even within the same picture. For example,

a novel application could include spanning the set of aper-
tures corresponding to the capitalized letters in the Arial font
(see Figure 7(a)). Note that the eigenvectors {φ j} obtained
by analyzing the set of non-negative “training” aperture im-
ages {xi} will be signed functions on R

d . Since we can only
manufacture non-negative apertures for use with incoherent
illumination, we will need to scale these eigenvectors. Let
use define the set {φ̃ j} of d-dimensional real-valued eige-

napertures on the range [0,1] which satisfy

Φ̃ = (Φ−β1)α1
−1

,

where β1 and α1 are the necessary bias and scaling matrices,
respectively. As before, we propose recording a sequence of
images of a static scene using each individual eigenaperture.
Afterwards, we can reconstruct the PCA-based estimate Î of
an image I collected by any aperture function x. We note that
the best-possible aperture approximation x̂ is given by

x̂ = Φ̃α1λ+β1λ+x0, (6)

where the projection coefficients λ and the offset aperture x0

are given by

λ = ΦT
x and x0 = x̄−ΦΦT

x̄. (7)

Typical reconstruction results are shown in Figure 7(c).
Since we cannot use a negative-valued offset mask, we fur-
ther define the normalized offset aperture x̃0 such that

x̃0 = (x0 −β2)α2
−1

, (8)

where β2 and α2 are the necessary bias and scaling terms,
respectively. Combining Equations 6, 7, and 8 and assuming
a spatially-invariant PSF, we conclude that the best recon-
struction Î of an image I collected with the aperture function
x is given by the following expression.

Ĩ = I∗ x̂ = I∗ (Φ̃α1λ)+ I∗ (β1λ)+α2(I∗ x̃0)+β2I (9)

From this relation it is clear that m+2 exposures are required
to reconstruct images using m eigenapertures – since im-
ages with open and normalized offset apertures must also be
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recorded. Note that a similar synthesis equation could also
be used with spatially-varying point spread functions.

4.1.3. Bokeh Synthesis using Non-negative Factorization

As an alternative to eigenapertures, we propose applying
non-negative matrix factorization (NMF) to the training
apertures to directly obtain a non-negative basis [LS99]. As
shown in Figure 8, the reconstruction from NMF-derived
apertures is similar in quality to that obtained using PCA.
Note that NMF eliminates the need for either an open aper-
ture or bias aperture – reducing the number of required expo-
sures for a given number of basis apertures when compared
to PCA. Unfortunately, unlike PCA, the basis produced by
our NMF implementation is not unique and will depend on
the initial estimate of the non-negative factorization.

5. Results

5.1. Spatially-varying Deblurring

The procedure for estimating a spatially-varying PSF, as out-
lined in Section 3, was verified by simulation. As previ-
ously discussed, deconvolution using spatially-varying blur
kernels has been a long-term topic of active research in the
computer vision community [NO98,ÖTS94]. For this paper,
we chose to implement a piecewise-linear PSF interpolation
scheme inspired by the work of Nagy and O’Leary [NO98].
Typical deblurring results are shown in Figure 9.

5.2. Vignetting Synthesis

The Bokeh Brush was evaluated through physical experi-
ments as well as simulations. As shown in Figure 10, a sam-
ple scene containing several point scatterers was recorded
using a “seven-segment” aperture sequence; similar to the
displays in many handheld calculators, the “seven-segment”
sequence can be used to encode a coarse approximation of
the Arabic numerals between zero and nine, yielding a com-
pression ratio of 1.43. A synthetic “8” aperture was synthe-
sized by adding together all the individual segment aperture
images. Note that the resulting image is very similar to that
obtained using an ‘8”-shaped aperture.

(a) NMF-derived apertures (b) approximation results

Figure 8: Bokeh Brush NMF-derived apertures (spanning

the capitalized Arial font). (a) First twelve basis apertures.

(b) The resulting approximations of the training apertures.

(a) original image (b) defocused image

(c) deblurred (mean PSF) (d) deblurred (spatially-varying)

Figure 9: Example of deconvolution using a calibrated

spatially-varying PSF. (a) The original image. (b) A simu-

lated uniformly-defocused image. (c) Deconvolution results

using the mean PSF. (d) Deconvolution results using the es-

timated spatially-varying PSF with the method of [NO98].

The PCA-derived basis apertures initially proved diffi-
cult to manufacture – since they require precise high-quality
printing processes. As an alternative, we confirm their ba-
sic design via simulation. As shown in Figure 11, a sample
HDR scene was blurred using a spatially-varying PSF which
is linearly proportional to depth. Note that this approximate
depth-of-field effect has recently been applied to commer-
cial image manipulation software, including Adobe’s “lens
blur” filter [RV07]. As shown in the included examples, the
image synthesis formula given in Equation 9 was applied
successfully to model novel aperture shapes. For this exam-
ple, a total of 12 apertures were used to span the capitalized
Arial characters, yielding a compression ratio of 2.17.

Finally, we note that the proposed method will also allow
per-pixel bokeh adjustment. In particular, the individual re-
constructions were interactively combined in Figure 11(c) in
order to spell the word “BOKEH” along the left wall. We
believe that such applications effectively demonstrate the
unique capability of the Bokeh Brush to facilitate physically-
accurate image stylization.

6. Discussion of Limitations

The primary limitation of our analysis and synthesis meth-
ods is that they neglect effects due to diffraction. In addition,
the proposed Bokeh Brush will only work for static scenes,
although one can imagine certain configurations with multi-
ple cameras and beam-splitters to obtain real-time measure-
ments. We recognize that using point light sources could be
inefficient (versus line or area sources), since long exposures
will be required. In addition, both the vignetting and PSF
kernels are only available at discrete positions and must be
interpolated to obtain per-pixel estimates. In the future, light
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(a) image using open circular aperture (b) image using “8” aperture

(c) image using second segment of “seven-segment” sequence (d) reconstructed “8” aperture image

Figure 10: Bokeh Brush experimental results for a “seven-segment” aperture sequence. (a) Image obtaining using an open

aperture (with a small f-number). (b) Scene recorded by inserting an “8”-shaped aperture in the iris plane of a conventional

lens. (c) Scene recorded by inserting a single segment in the iris plane. (d) Image reconstructed by aperture superposition (i.e.,

by summing the individual “seven-segment” aperture contributions via Equation 3).

field cameras may become commonplace; in this situation,
we recognize that compressed aperture bases would not be
necessary.

7. Conclusion

We have analyzed optical vignetting in the context of meth-
ods in computational photography and have shown that it
plays an important role in image formation. In particular, by
exploiting the simple observation that the out-of-focus im-
age of a point light directly gives the point spread function,
we have shown a practical low-cost method to simultane-
ously estimate the vignetting and the spatially-varying point
spread function. Similarly, we have shown the novel Bokeh

Brush application which, to our knowledge, constitutes the
first means of modifying the bokeh after image acquisition
in an efficient and physically-accurate manner. Overall, we
hope to inspire readers to think about vignetting and bokeh
as expressive methods for enhancing the effects of depth-of-
field, high intensity points, and aesthetics.
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