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Notations

To enhance the readability the notations used throughout the text are summarized here.

For matrices bold face fonts are used (4. 4-vectors are represented bgnd 3-vectors by. Scalar
values will be represented as

Unless stated differently the indicésj andk are used for views, whileandm are used for indexing
points, lines or planes. The notatidn; indicates the entityA which relates view to view j (or going
from view i to view 7). The indices,j andk will also be used to indicate the entries of vectors, matrices
and tensors. The subscripts A, M and E will refer to projective, affine, metric and Euclidean entities
respectively

P camera projection matrix3(x 4 matrix)
M world point (4-vector)
i} world plane (4-vector)
m image point (3-vector)
1 image line (3-vector)
ng homography for plang from view to view j (3 x 3 matrix)
Hy; homography from plang to imagei (3 x 3 matrix)
F fundamental matrix3 x 3 rank 2 matrix)
e;j epipole (projection of projection center of viewpoirihto imagey)
T trifocal tensor § x 3 x 3 tensor)
K calibration matrix § x 3 upper triangular matrix)
R rotation matrix
188 plane at infinity (canonical representatiofi: = 0)
Q absolute conic
(canonical representatioii? + Y2 + Z? = 0 andW = 0)
Q* absolute dual quadrid (x 4 rank 3 matrix)
Woo absolute conic embedded in the plane at infirdtyk(3 matrix)
Wy dual absolute conic embedded in the plane at infirity @ matrix)
w image of the absolute coni8 & 3 matrices)
w* dual image of the absolute conit x 3 matrices)
~ equivalence up to scalel(~ B < 3IX #0: A = \B)
|A|lF indicates the Frobenius norm &f (i.e. >, a3;)
F(A) indicates the matriA scaled to have unit Frobenius norm
(i.e. ﬁF)
AT is the transpose ck

A! istheinverseofA (e, AA ' =A"1A=1)
Af is the Moore-Penrose pseudo inverse\of
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Chapter 1

| ntroduction

In recent years computer graphics has made tremendous progress in visualizing 3D models. Many tech-
nigues have reached maturity and are being ported to hardware. This explains that in the area of 3D visual-
ization performance is increasing even faster than Moore’s. I8hat required a million dollar computer

a few years ago can now be achieved by a game computer costing a few hundred dollars. It is now possible
to visualize complex 3D scenes in real time.

This evolution causes an important demand for more complex and realistic models. The problem is
that even though the tools that are available for three-dimensional modeling are getting more and more
powerful, synthesizing realistic models is difficult and time-consuming, and thus very expensive. Many
virtual objects are inspired by real objects and it would therefore be interesting to be able to acquire the
models directly from the real object.

Researchers have been investigating methods to acquire 3D information from objects and scenes for
many years. In the past the main applications were visual inspection and robot guidance. Nowadays
however the emphasis is shifting. There is more and more demand for 3D models in computer graphics,
virtual reality and communication. This results in a change in emphasis for the requirements. The visual
guality becomes one of the main points of attention. Therefore not only the position of a small number of
points have to be measured with high accuracy, but the geometry and appearance of all points of the surface
have to be measured.

The acquisition conditions and the technical expertise of the users in these new application domains
can often not be matched with the requirements of existing systems. These require intricate calibration
procedures every time the system is used. There is an important demand for flexibility in acquisition.
Calibration procedures should be absent or restricted to a minimum.

Additionally, the existing systems are often built around specialized hardware (e.g. laser range finders
or stereo rigs) resulting in a high cost for these systems. Many new applications however require robust
low cost acquisition systems. This stimulates the use of consumer photo- or video cameras. The recent
progress in consumer digital imaging facilitates this. Moore’s law also tells us that more and more can be
done in software.

Due to the convergence of these different factors, many techniques have been developed over the last
few years. Many of them do not require more than a camera and a computer to acquire three-dimensional
models of real objects.

There are active and passive techniques. The former ones control the lighting of the scene (e.g. projec-
tion of structured light) which on the one hand simplifies the problem, but on the other hand restricts the
applicability. The latter ones are often more flexible, but computationally more expensive and dependent
on the structure of the scene itself.

Some examples of state-of-the-art active techniques are the simple shadow-based approach proposed
by Bouguet and Perona [16] or the grid projection approach proposed by Proesmans et al. [160, 174] which
is able to extract dynamic textured 3D shapes (this technique is commercially available, see [174]). For
the passive techniques many approaches exist. The main differences between the approaches consist of the

IMoore’s law tells us that the density of silicon integrated devices roughly doubles every 18 months.
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: Animage of a scene

required level of calibration and the amount of interaction that is required.

For many years photogrammetry [179] has been dealing with the extraction of high accuracy mea-
surements from images. These techniques mostly require very precise calibration and there is almost no
automation. The detailed acquisition of models is therefore very time consuming. Besides the tools avail-
able for professionals, some simpler tools are commercially available (e.g. PhotoModeler [129]).

Since a few years researchers in computer vision have tried to both reduce the requirements for cali-
bration and augment the automation of the acquisition. The goal is to automatically extract a realistic 3D
model by freely moving a camera around an object.

An early approach was proposed by Tomasi and Kanade [192]. They used an affine factorization
method to extract 3D from image sequences. An important restriction of this system is the assumption of
orthographic projection.

Another type of system starts from an approximate 3D model and camera poses and refines the model
based on images (e.dracade proposed by Debevec et al. [34]). The advantage is that less images are
required. On the other hand a preliminary model must be available and the geometry should not be too
complex.

In this text it is explained how a 3D surface model can be obtained from a sequence of images taken
with off-the-shelf consumer cameras. The user acquires the images by freely moving the camera around
the object. Neither the camera motion nor the camera settings have to be known. The obtained 3D model
is a scaled version of the original object (i.emetric reconstruction), and the surface albedo is obtained
from the image sequence as well. This approach has been developed over the last few years [132, 133,
135, 137, 141, 139, 88, 142, 143]. The presented system uses full perspective cameras and does not require
prior models. It combines state-of-the-art algorithms to solve the different subproblems.

1.1 3D fromimages

In this section we will try to formulate an answer to the following questions. What do images tell us about
a 3D scene? How can we get 3D information from these images? What do we need to know beforehand?
A few problems and difficulties will also be presented.

An image like in figure 1.1 tells us a lot about the observed scene. There is however not enough
information to reconstruct the 3D scene (at least not without doing an important number of assumptions
on the structure of the scene). This is due to the nature of the image formation process which consists of
a projection from a three-dimensional scene onto a two-dimensional image. During this process the depth
is lost. Figure 1.2 illustrates this. The three-dimensional point corresponding to a specific image point is
constraint to be on the associated line of sight. From a single image it is not possible to determine which
point of this line corresponds to the image point. If two (or more) images are available, then -as can be seen
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Figure 1.2: Back-projection of a point along the line of sight.

from figure 1.3- the three-dimensional point can be obtained as the intersection of the two line of sights.
This process is called triangulation. Note, however, that a number of things are needed for this:

e Corresponding image points
¢ Relative pose of the camera for the different views
¢ Relation between the image points and the corresponding line of sight

The relation between an image point and its line of sight is given by the camera model (e.g. pinhole camera)
and the calibration parameters. These parameters are often caliatiithgic camera parameters while the
position and orientation of the camera are in general calterthsic parameters. In the following chapters

we will learn how all these elements can be retrieved from the images. The key for this are the relations
between multiple views which tell us that corresponding sets of points must contain some structure and
that this structure is related to the poses and the calibration of the camera.

Note that different viewpoints are not the only depth cues that are available in images. In figure 1.4
some other depth cues are illustrated. Although approaches have been presented based on most of these, in
this text we will concentrate on the use of multiple views.

In figure 1.5 a few problems for 3D modeling from images are illustrated. Most of these problems
will limit the application of the presented method. However, some of the problems can be tackled by the
presented approach. Another type of problems is caused when the imaging process does not satisfy the
camera model that is used. In figure 1.6 two examples are given. In the left image quite some radial
distortion is present. This means that the assumption of a pinhole camera is not satisfied. It is however
possible to extend the model to take the distortion into account. The right image however is much harder
to use since an important part of the scene is not in focus. There is also some blooming in that image
(i.e. overflow of CCD-pixel to the whole column). Most of these problems can however be avoided under
normal imaging circumstance.

1.2 Overview

The presented system gradually retrieves more information about the scene and the camera setup. Images
contain a huge amount of information (e.g68 x 512 color pixels). However, a lot of it is redundant

(which explains the success of image compression algorithms). The structure recovery approaches require
correspondences between the different images (i.e. image points originating from the same scene point).
Due to the combinatorial nature of this problem it is almost impossible to work on the raw data. The first
step therefore consists of extracting features. The features of different images are then compared using
similarity measures and lists of potential matches are established. Based on these the relation between
the views are computed. Since wrong correspondences can be present, robust algorithms are used. Once
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C1

Figure 1.3: Reconstruction of three-dimensional point through triangulation.

Figure 1.4: Shading (top-left), shadows/symmetry/silhouette (top-right), texture (bottom-left) and focus
(bottom-right) also give some hints about depth or local geometry.
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Figure 1.5: Some difficult scenes: moving objects (top-left), complex scene with many discontinuities
(top-right), reflections (bottom-left) and another hard scene (bottom-right).

Figure 1.6: Some problems with image acquisition: radial distortion (left), un-focussed and blooming
(right).
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consecutive views have been related to each other, the structure of the features and the motion of the cam-
era is computed. An initial reconstruction is then made for the first two images of the sequence. For the
subsequent images the camera pose is estimated in the frame defined by the first two cameras. For every
additional image that is processed at this stage, the features corresponding to points in previous images
are reconstructed, refined or corrected. Therefore it is not necessary that the initial points stay visible
throughout the entire sequence. The result of this step is a reconstruction of typically a few hundred feature
points. When uncalibrated cameras are used this structure and motion is only determined up to an arbitrary
projective transformation. The next step consists of restricting this ambiguity to metric (i.e. Euclidean up
to an arbitrary scale factor) througHf-calibration. In a projective reconstruction not only the scene, but
also the camera is distorted. Since the algorithm deals with unknown scenes, it has no way of identifying
this distortion in the reconstruction. Although the camera is also assumed to be unknown, some constraints
on the intrinsic camera parameters (e.g. rectangular or square pixels, constant aspect ratio, principal point
in the middle of the image, ...) can often still be assumed. A distortion on the camera mostly results in the
violation of one or more of these constraints. A metric reconstruction/calibration is obtained by transform-
ing the projective reconstruction until all the constraints on the cameras intrinsic parameters are satisfied.
At this point enough information is available to go back to the images and look for correspondences for all
the other image points. This search is facilitated since the line of sight corresponding to an image point can
be projected to other images, restricting the search range to one dimension. By pre-warping the image -this
process is calledectification- standardstereo matching algorithms can be used. This step allows to find
correspondences for most of the pixels in the images. From these correspondences the distance from the
points to the camera center can be obtained through triangulation. These results are refined and completed
by combining the correspondences from multiple images. Finally all results are integrated in a textured 3D
surface reconstruction of the scene under consideration. The model is obtained by approximating the depth
map with a triangular wire frame. The texture is obtained from the images and mapped onto the surface.
An overview of the systems is given in figure 1.7.

Throughout the rest of the text the different steps of the method will be explained in more detail. An
image sequence of the Arenberg castle in Leuven will be used for illustration. Some of the images of this
sequence can be seen in Figure 1.2. The full sequence consists of 24 images recorded with a video camera.

Structureof thetext Chapter 2 and 3 give the geometric foundation to understand the principles behind
the presented approaches. The former introduces projective geometry and the stratification of geometric
structure. The latter describes the perspective camera model and derives the relation between multiple
views. These are at the basis of the possibility to achieve structure and motion recovery. This allows the
interested reader to understand what is behind the techniques presented in the other chapters, but can also
be skipped.

Chapter 4 deals with the extraction and matching of features and the recovery of multiple view relations.
A robust technique is presented to automatically relate two views to each other.

Chapter 5 describes how starting from the relation between consecutive images the structure and motion
of the whole sequence can be built up. Chapter 6 briefly describes some self-calibration approaches and
proposes a practical method to reduce the ambiguity on the structure and motion to metric.

Chapter 7 is concerned with computing correspondences for all the image points. First an algorithm
for stereo matching is presented. Then rectification is explained. A general method is proposed which can
transform every image pair to standard stereo configuration. Finally, a multi-view approach is presented
which allows to obtain denser depth maps and better accuracy.

In Chapter 8 it is explained how the results obtained in the previous chapters can be combined to obtain
realistic models of the acquired scenes. At this point a lot of information is available and different types of
models can be computed. The chapter describes how to obtain surface models or volumetric models. Even
plenoptic models and models usable for augmented reality are briefly discussed.
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Figure 1.8: All even images of the Arenberg castle sequence({i2.- - -,22). This sequence is used
throughout this text to illustrate the different steps of the reconstruction system.



Chapter 2

Proj ective geometry

... WOTE KaAALov amodeeofal, (o ey Tov OTL Tw OAw Kol TaVTL 0LOLTEL NLEVO( TE Yew UeT paiLl
Kai pn

“. .. experience proves that anyone who has studied geometry is infinitely quicker to grasp difficult subjects
than one who has not.”
Plato - The Republic, Book 7, 375 B.C.

2.1 Introduction

The work presented in this thesis draws a lot on concepts of projective geometry. This chapter and the
next one introduce most of the geometric concepts used in the rest of the text. This chapter concentrates
on projective geometry and introduces concepts as points, lines, planes, conics and quadrics in two or
three dimensions. A lot of attention goes to the stratification of geometry in projective, affine, metric
and Euclidean layers. Projective geometry is used for its simplicity in formalism, additional structure and
properties can then be introduced were needed through this hierarchy of geometric strata. This section was
inspired by the introductions on projective geometry found in Faugeras’ book [42], in the book by Mundy
and Zisserman (in [124]) and by the book on projective geometry by Semple and Kneebone [172].

2.2 Projective geometry

A point in projectiven-spaceP™", is given by an + 1)-vector of coordinates = [z; ...2,.1] . Atleast
one of these coordinates should differ from zero. These coordinates aretaatiegeneous coordinates.
In the text the coordinate vector and the point itself will be indicated with the same symbol. Two points
represented byn + 1)-vectorsx andy are equal if and only if there exists a nonzero scalauch that
x; = Ay, foreveryi (1 < i < n+ 1). This will be indicated by ~ y.

Often the points with coordinatg,; = 0 are said to bat infinity. This is related to the affine space
A. This concept is explained more in detail in section 2.3.

A collineation is a mapping between projective spaces, which preserves collinearity (i.e. collinear
points are mapped to collinear points). A collineation fr@¥ to P" is mathematically represented
by a(m + 1) x (n + 1)-matrix H. Points are transformed linearly:— x’ ~ Hx. Observe that matrices
H and\H with X a nonzero scalar represent the same collineation.

A projective basisis the extension of a coordinate system to projective geometry. A projective basis is
a set ofn + 2 points such that ne + 1 of them are linearly dependent. The set=[0...1...0]" for
everyl (1 <1 < n + 1), where 1 is in théth position ance,,,» = [11...1]" is the standard projective
basis. A projective point gP™ can be described as a linear combination of@ryl points of the standard

9



10 CHAPTER 2. PROJECTIVE GEOMETRY

basis. For example:
n+1

m = Z )\lel
=1

It can be shown [44] that any projective basis can be transformed via a uniquely determined collineation
into the standard projective basis. Similarly, if two set of points .. ,m, > andm, ..., m;,_ , both form
a projective basis, then there exists a uniquely determined collinéBtsuch thain;, ~ Tm; for every!
(1 <1< n+2). This collineatiorT describes the change of projective basis. In particlllas,invertible.

221 Theprojective plane

The projective plane is the projective spde& A point of P2 is represented by a 3-vecter= [z yw] .
Aline 1 is also represented by a 3-vector. A pairis located on a lin& if and only if

1'm=0 . (2.1)

This equation can however also be interpreted as expressing that thepklsses through the poiat This
symmetry in the equation shows that there is no formal difference between points and lines in the projective
plane. This is known as the principle ddfality. A line 1 passing through two points andm, is given by

their vector produah; x my. This can also be written as

0 w1 —Y1
1~ [ml]xmg with [ml]x = —wi 0 r1 . (22)
y1. —z1 0

The dual formulation gives the intersection of two lines. All the lines passing through a specific point form
apencil of lines. If two lines1, andl, are distinct elements of the pencil, all the other lines can be obtained
through the following equation:

1~MN1 4+ Al (2.3)

for some scalara; and),. Note that only the rati(% is important.

2.2.2 Projective 3-space

Projective 3D space is the projective sp@e A point of P? is represented by a 4-vectoe= [X Y Z W] .
In P3 the dual entity of a point is a plane, which is also represented by a 4-vector. Avpsifgcated on
a plandl if and only if

n'M=0. (2.4)

A line can be given by the linear combination of two poin$l; + A\sMy or by the intersection of two
planedi; N 1I,.

2.2.3 Transformations

Transformations in the images are representetbbyographiesof P2 — P2. Ahomography ofP? — P?
is represented byax 3-matrix H. AgainH and\H represent the same homography for all nonzero scalars
A. A pointis transformed as follows:

m—m ~ Hn . (2.5)

The corresponding transformation of a line can be obtained by transforming the points which are on the
line and then finding the line defined by these points:

' =1"H 'Hn=1n=0 . (2.6)
Fron tf;e previous equation the transformation equation for a line is easily obtaine@{with= (H~) " =
) 1—»1~H "1 (2.7)
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Similar reasoning ifP? gives the following equations for transformations of points and planes in 3D space:

M — M~TM, (2.8)
I —» I'~T'H (2.9)

whereT is a4 x 4-matrix.

2.24 Conicsand quadrics

Conic A conicin P2 is the locus of all pointa satisfying a homogeneous quadratic equation:
Sm) =m'Cm=0, (2.10)

whereC is a3 x 3 symmetric matrix only defined up to scale. A conic thus depends on five independent
parameters.

Dual conic Similarly, the dual concept exists for lines.canic envelope or dual conic is the locus of all
lines1 satisfying a homogeneous quadratic equation:

1'C*1=0, (2.11)

whereC* is a3 x 3 symmetric matrix only defined up to scale. A dual conic thus also depends on five
independent parameters.

Line-conic intersection Letm andm’ be two points defining a line. A point on this line can then be
represented by + Am’. This point lies on a coni§ if and only if

Sm+Am') =0,
which can also be written as
S(m) 4+ 2AS(m,m’) + A2S(m'), (2.12)

where
S(m,m’) =m' Cn' = S(m’,m)

This means that a line has in general two intersection points with a conic. These intersection points can be
real or complex and can be obtained by solving equation (2.12).

Tangent to a conic The two intersection points of a line with a conic coincide if the discriminant of
equation (2.12) is zero. This can be written as

S(m,m’) — S(m)Sm") =0 .

If the pointm is considered fixed, this forms a quadratic equation in the coordinaié swfich represents
the two tangents from to the conic. Ifm belongs to the conic§(m) = 0 and the equation of the tangents
becomes

Smm') =m'Cn' =0 ,

which is linear in the coefficients af. This means that there is only one tangent to the conic at a point of
the conic. This tangeritis thus represented by :

1~C'm=Cn (2.13)

Relation between conic and dual conic Whenm varies along the conic, it satisfies Cm and thus the
tangent linel to the conic aim satisfies1 "C~'1 = 0. This shows that the tangents to a coflcare
belonging to a dual coni€* ~ C~! (assumingC is of full rank).
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Transformation of a conic/dual conic The transformation equations for conics and dual conics under
a homographyH can be obtained in a similar way to Section 2.2.3. Using equations (2.5) and (2.7) the
following is obtained:

n'Cn ~ m"H'H "CH 'Hn=0,
1'"c*1’ ~ 1TH'HC*H'H "1=0,

and thus

C » C~H TCH! (2.14)
}_) ~ .
C* C*' ~HC*H' (2.15)

Observe that (2.14) and (2.15) also imply th@t)* = (C*)'.
Quadric In projective 3-spac®? similar concepts exist. These are quadricsquadric is the locus of
all pointsM satisfying a homogeneous quadratic equation:

M QM=0, (2.16)

whereQ is a4 x 4 symmetric matrix only defined up to scale. A quadric thus depends on nine independent
parameters.

Dual quadric Similarly, the dual concept exists for planes.ddal quadric is the locus of all planeB
satisfying a homogeneous quadratic equation:

n1'Qn=0 (2.17)
whereQ* is a3 x 3 symmetric matrix only defined up to scale and thus also depends on nine independent

parameters.

Tangent toaquadric Similar to equation (2.13), the tangent plan® a quadrid through a point! of
the quadric is obtained as

I=QM . (2.18)

Relation between quadric and dual quadric WhenM varies along the quadric, it satisfi#$ QM and
thus the tangent plarieto Q atM satisfies1' Q' = 0. This shows that the tangent planes to a quadric
Q are belonging to a dual quadi@* ~ Q! (assumingQ is of full rank).

Transfor mation of aquadric/dual quadric The transformation equations for quadrics and dual quadrics
under a homograpH¥ can be obtained in a similar way to Section 2.2.3. Using equations (2.8) and (2.9)
the following is obtained

QM ~ MIT'T- QT !TM=0
HITQ*IHI ~ HTT—ITQ*TTT—TH =0

and thus

» Q ~T QT ! (2.19)
Q" » Q'~TQ'T' (2.20)

Observe again thdQ')* = (Q*)'.
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2.3 Thestratification of 3D geometry

Usually the world is perceived as a Euclidean 3D space. In some cases (e.g. starting from images) it is not
possible or desirable to use the full Euclidean structure of 3D space. It can be interesting to only deal with
the more restricted and thus simpler structure of projective geometry. An intermediate layer is formed by
the affine geometry. These structures can be thought of as different geometric strata which can be overlaid
on the world. The simplest being projective, then affine, next metric and finally Euclidean structure.

This concept of stratification is closely related to the groups of transformations acting on geometric
entities and leaving invariant some properties of configurations of these elements. Attached to the projective
stratum is the group of projective transformations, attached to the affine stratum is the group of affine
transformations, attached to the metric stratum is the group of similarities and attached to the Euclidean
stratum is the group of Euclidean transformations. It is important to notice that these groups are subgroups
of each other, e.g. the metric group is a subgroup of the affine group and both are subgroups of the projective
group.

An important aspect related to these groups are their invariantsmvanant is a property of a con-
figuration of geometric entities that is not altered by any transformation belonging to a specific group.
Invariants therefore correspond to the measurements that one can do considering a specific stratum of ge-
ometry. These invariants are often related to geometric entities which stay unchanged — at least as a whole
— under the transformations of a specific group. These entities will play a very important role in this text.
Recovering them allows to upgrade the structure of the geometry to a higher level of the stratification.

In the following paragraphs the different strata of geometry are discussed. The associated groups of
transformations, their invariants and the corresponding invariant structures are presented. This idea of
stratification can be found back in [172] and [43].

231 Projectivestratum

The first stratum is the projective one. It is the less structured one and has therefore the least number of in-
variants and the largest group of transformations associated with it. The group of projective transformations
or collineations is the most general group of linear transformations.

As seen in the previous chapter a projective transformation of 3D space can be representedby a
invertible matrix

P11 P12 P13 P4

Tp~ | P21 P22 P23 D (2.21)
P31 P32 P33 P34
Pa1 P42 P43 P44

This transformation matrix is only defined up to a nonzero scale factor and has therefore 15 degrees of
freedom.

Relations of incidence, collinearity and tangency are projectively invariant. The cross-ratio is an invari-
ant property under projective transformations as well. It is defined as follows: Assume that the four points
Mi, Mo, M3 andM, are collinear. Then they can be expressel;as M + \;M' (assume none is coincident
with M'). The cross-ratio is defined as

M—As A=

My, Mo; M3, My = : .
{17 2, 113, 4} )\1—A4 )\Q—A4

(2.22)

The cross-ratio is not depending on the choice of the reference poamtdM’ and is invariant under the
group of projective transformations &f>. A similar cross-ratio invariant can be derived for four lines
intersecting in a point or four planes intersecting in a common line.

The cross-ratio can in fact be seen as the coordinate of a fourth point in the basis of the first three, since
three points form a basis for the projective liRé. Similarly, two invariants could be obtained for five
coplanar points; and, three invariants for six points, all in general position.
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2.3.2 Affinestratum

The next stratum is the affine one. In the hierarchy of groups it is located in between the projective and the
metric group. This stratum contains more structure than the projective one, but less than the metric or the
Euclidean strata. Affine geometry differs from projective geometry by identifying a special plane, called
theplane at infinity.

This plane is usually defined By = 0 and thudi,, = [0001]T. The projective space can be seen as
containing the affine space under the mappitig— P : [X Y Z]T — [X Y Z 1]T. This is a one-to-one
mapping. The plan& = 0 in P2 can be seen as containing the limit points fff| — oo, since these
points are{wr i iy il | ~ [Xoo Yoo Zoo 0] This plane is therefore called the plane at infirity.

Strictly speaking, this plane is not part of the affine space, the points contained in it can’t be expressed
through the usual non-homogeneous 3-vector coordinate notation used for affine, metric and Euclidean 3D
space.

An affinetransformation is usually presented as follows:

X' a11 Q12 a3 X ai4
Y' | =1 ann a2 a3 Y | 4+ | a2 | with det(a;;) #0
zZ' 31 a3z a33 Z a34

Using homogeneous coordinates, this can be rewritten as fallowsT 4M with

a as a a
T, ~ 21 22 23 24 _ (2.23)
a31 az2 a3z (34

0 0 0 1

An affine transformation counts 12 independent degrees of freedom. It can easily be verified that this
transformation leaves the plane at infinity, unchanged (i.el,, ~ T I, or T}, ~ M,). Note,
however, that the position of points in the plane at infinity can change under an affine transformation, but
that all these points stay within the plaihg .

All projective properties are a fortiori affine properties. For the (more restrictive) affine group paral-
lelism is added as a new invariant property. Lines or planes having their intersection in the plane at infinity
are callegparallel. A new invariant property for this group is tinatio of lengths along a certain direction.

Note that this is equivalent to a cross-ratio with one of the points at infinity.

From projectiveto affine  Up to now it was assumed that these different strata could simply be overlaid
onto each other, assuming that the plane at infinity is at its canonical positioi.{i.. [0001] ). This

is easy to achieve when starting from a Euclidean representation. Starting from a projective representation,
however, the structure is only determined up to an arbitrary projective transformation. As was seen, these
transformations do — in general — not leave the plane at infinity unchanged.

Therefore, in a specific projective representation, the plane at infinity can be anywhere. In this case
upgrading the geometric structure from projective to affine implies that one first has to find the position of
the plane at infinity in the particular projective representation under consideration.

This can be done when some affine properties of the scene are known. Since parallel lines or planes
are intersecting in the plane at infinity, this gives constraints on the position of this plane. In Figure 2.1 a
projective representation of a cube is given. Knowing this is a cube, three vanishing points can be identified.
The plane at infinity is the plane containing these 3 vanishing points.

Ratios of lengths along a line define the point at infinity of that line. In this case the pigirs, M,
and the cross-ratiéM; , Ma; My, Mo } are known, therefore the point, can be computed.

Once the plane at infinitil, is known, one can upgrade the projective representation to an affine one
by applying a transformation which brings the plane at infinity to its canonical position. Based on (2.9)
this equation should therefore satisfy

0

~T "Iy orTT ~ T (2.24)

o O
_o O O

—
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Figure 2.1: Projective (left) and affine (right) structures which are equivalent to a cube under their re-
spective ambiguities. The vanishing points obtained from lines which are parallel in the affine stratum
constrain the position of the plane at infinity in the projective representation. This can be used to upgrade
the geometric structure from projective to affine.

This determines the fourth row @f. Since, at this level, the other elements are not constrained, the obvious
choice for the transformation is the following

Isxz O3

with 7, the first 3 elements df., when the last element is scaled to 1. It is important to note, however,
that every transformation of the form

{ A0 ] with det A # 0 (2.26)

mapsil,, to[0001] .

2.3.3 Maetricstratum

The metric stratum corresponds to the group of similarities. These transformations correspond to Euclidean
transformations (i.e. orthonormal transformation + translation) complemented with a scaling. When no
absolute yardstick is available, this is the highest level of geometric structure that can be retrieved from
images. This property is crucial for special effects since it enables the possibility to use scale models in
movies.

A metric transformation can be represented as follows:

X' i1 T2 T13 X t14
Y, =0 21 T22 T23 Y + t24 (227)
zZ' r3L T3z 733 Z 134
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Figure 2.3:The absolute conic w., and dual absolute conic w}_ represented in the purely imaginary part
of the plane at infinity I,

with r;; the coefficients of an orthonormal matrix. The coefficienjsare related by 6 independent con-
straintszz:1 rierie = 0i5, (1 < i < j;1 < j < 3) with 6;; the Kronecker delta This corresponds to
the matrix relation thaR"TR = RR'" = I and thusR ! = RT. Recall thatR is a rotation matrix if
and only ifRR'" = I and deR = 1. In particular, an orthonormal matrix only has 3 degrees of freedom.
Using homogeneous coordinates, (2.27) can be rewritt#hasT 5, M, with

oriy Origz 0713 tX
or21 OT22 O0T23 ty
org1y O0Tsa 0T33 tZ

0 0 0 1

T ~ (2.28)

A metric transformation therefore counts 7 independent degrees of freedom, 3 for orientation, 3 for trans-
lation and 1 for scale.

In this case there are two important new invariant propertigstive lengths andangles. Similar to
the affine case, these new invariant properties are related to an invariant geometric entity. Besides leaving
the plane at infinity unchanged similarity transformations also transform a specific conic into itself, i.e. the
absolute conic. This geometric concept is more abstract than the plane at infinity. It could be seen as an
imaginary circle located in the plane at infinity. In this text the absolute conic is denot@d bywill be
seen that it is often more practical to represent this entity in 3D space by its duak&ntityhen only the
plane at infinity is under consideratian,, andw?_ are used to represent the absolute conic and the dual
absolute conic (these are 2D entities). Figure 2.2 and Figure 2.3 illustrate these concepts. The canonical
form for the absolute coni@ is:

Q:X2+Y?2+ 22 =0andW =0 (2.29)

0jj = 1fori=j

1The Kronecker delta is defined as follows P R
ij = 0fori #j
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Note that two equations are needed to represent this entity. The associated dual entity, the absolute dual
qguadricQY*, however, can be represented as a single quadric. The canonical form is:

(2.30)

OO O
OO = O
O = OO
OO OO

Note thatll,, = [0001] " is the null space of*. LetM., ~ [X Y Z 0] be a point of the plane at infinity,
then that point in the plane at infinity is easily parameterizeshas- [X Y Z]T. In this case the absolute
conic can be represented as a 2D conic:

O = O

1 0 100

Weo ~ | 0 0| andwi, ~| 0 1 0| . (2.31)
0 1 0 01

According to (2.28), applying a similarity transformationMq results inm,, — m’s, ~ cRm,,. Using

equations (2.14),(2.15) and (2.20), it can now be verified that a similarity transformation leaves the absolute
conic and its associated entities unchanged:

I3 03 N cR t I3 03 cR t T (232)
0] 0 0] 1 0 0 0] 1 '
and
I3><3 ~ O'_IR_TI3><3R_1O'_1 13><3 ~ O'RI3><3RT0' (233)

Inversely, it is easy to prove that the projective transformations which leave the absolute quadric unchanged
form the group of similarity transformations (the same could be done for the absolute conic and the plane

at infinity):
0 0 c d

ThereforeAA™ ~ 13,3 andc = 03 which are exactly the constraints for a similarity transformation.

Angles can be measured using Laguerre’s formula (see for example [172]). Assume two directions are
characterized by their vanishing pointandv’ in the plane at infinity (i.e. the intersection of a line with the
plane at infinity indicating the direction). Compute the intersection pgireted j’ between the absolute
conic and the line through the two vanishing points. The following formula based on the cross-ratio then
gives the angle (with = /—1):

I3 O3 AT ¢ N AAT  Ac
0, 0 b’ d cTAT cTc

1
a=g5 log{vi,v2;3,3'} (2.34)

From projective or affineto metric In some cases it is needed to upgrade the projective or affine rep-
resentation to metric. This can be done by retrieving the absolute conic or one of its associated entities.
Since the conic is located in the plane at infinity, it is easier to retrieve it once this plane has been identified
(i.e. the affine structure has been recovered). It is, however, possible to retrieve both entities at the same
time. The absolute quadrie* is especially suited for this purpose, since it encodes both entities at once.

Every known angle or ratio of lengths imposes a constraint on the absolute conic. If enough constraints
are at hand, the conic can uniquely be determined. In Figure 2.4 the cube of Figure 2.1 is further upgraded
to metric (i.e. the cube is transformed so that obtained angles are orthogonal and the sides all have equal
length).

Once the absolute conic has been identified, the geometry can be upgraded from projective or affine to
metric by bringing it to its canonical (metric) position. In Section 2.3.2 the procedure to go from projective
to affine was explained. Therefore, we can restrict ourselves here to the upgrade from affine to metric. In
this case, there must be an affine transformation which brings the absolute conic to its canonical position;
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Figure 2.4: Affine (left) and metric (right) representation of a cube. The right angles and the identical
lengthsin the different directions of a cube give enough information to upgrade the structure from affine to
metric.

or, inversely, from its canonical position to its actual position in the affine representation. Combining (2.23)
and (2.20) yields

(2.35)

% A a Isxz 03
o~ 1| o

04 1 04 0

[AT 03

[ AAT 04
L o o

Under these circumstances the absolute conic and its dual have the following form (assuming the standard
parameterization of the plane at infinity, il&. = 0):

Woo = ATTA L andw?, = AAT (2.36)

One possible choice for the transformation to upgrade from affine to metric is

A~ 0y } (2.37)

TAM:{ 0; 0

where a validA can be obtained frorfe* by Cholesky factorization. Combining (2.25) and (2.37) the
following transformation is obtained to upgrade the geometry from projective to metric at once

(2.38)

Al 0
Tpy =TamTpa = [ ’ ]

Too 1

2.3.4 Euclidean stratum

For the sake of completeness, Euclidean geometry is briefly discussed. It does not differ much from
metric geometry as we have defined it here. The difference is that the scale is fixed and that therefore
not only relative lengths, babsolute lengths can be measured. Euclidean transformations have 6 degrees
of freedom, 3 for orientation and 3 for translation. A Euclidean transformation has the following form

21 oz T23 ty
T ~ 2.39
B r31 T3z T3z tz ( )

0 0 0 1

with r;; representing the coefficients of an orthonormal matrix, as described previouRlys i rotation
matrix (i.e. deR = 1) then, this transformation represents a rigid motion in space.

2.3.5 Overview of thedifferent strata

The properties of the different strata are briefly summarized in Table 2.1 . The different geometric strata
are presented. The number of degrees of freedom, transformations and the specific invariants are given for
each stratum. Figure 2.5 gives an example of an object which is equivalent to a cube under the different
geometric ambiguities. Note from the figure that for purposes of visualization at least a metric level should
be reached (i.e. is perceived as a cube).



2.3. THE STRATIFICATION OF 3D GEOMETRY

| ambiguity | DOF | transformation invariants
[ P11 P12 P13 Piu4 ]
projective | 15 | Tp= | P21 P22 P23 P« cross-ratio
P31 P32 P33 P34
| P41 P42 P43 P44 |
[ a11 a2 a1z aig | relative distances
) along direction
affine 12 | T,y = | % %2 @2 0u 9
a3y az2 azz (34 parallelism
| 0 0 0 1 plane at infinity
Z:“ 2:12 2:13 ?” relative distances
metric 7 | Tu= 2L T2 TTa3 Ty angles
T3 0Tz OT33 1 absolute conic
0 0 0 1
ri1 ri2 Tz te
Euclidean| 6 Tp=| " "2 T3 by absolute distances
r31 rsz T3z t
0 0 0 1

19

Table 2.1:Number of degrees of freedom, transformations and invariants corresponding to the different

geometric strata (the coefficients r;; form orthonormal matrices)

Figure 2.5:Shapes which are equivalent to a cube for the different geometric ambiguities

Euclidean
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Metric
(similarity)

Ty

Projective

9N
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2.4 Conclusion

In this chapter some concepts of projective geometry were presented. These will allow us, in the next
chapter, to described the projection from a scene into an image and to understand the intricate relationships
which relate multiple views of a scene. Based on these concepts methods can be conceived that inverse this
process and obtain 3D reconstructions of the observed scenes. This is the main subject of this thesis.



Chapter 3

Camera model and multiple view
geometry

3.1 Introduction

Before discussing how 3D information can be obtained from images it is important to know how images
are formed. First, the camera model is introduced; and then some important relationships between multiple
views of a scene are presented.

3.2 Thecamera mode€

In this work the perspective camera model is used. This corresponds to an ideal pinhole camera. The
geometric process for image formation in a pinhole camera has been nicely illustratenldry(§e Fig-
ure 3.1). The process is completely determined by choosing a perspective projection center and a retinal
plane. The projection of a scene point is then obtained as the intersection of a line passing through this
point and the center of projecti@nwith the retinal planéR.

Most cameras are described relatively well by this model. In some cases additional effects (e.g. radial
distortion) have to be taken into account (see Section 3.2.5).

3.21 A simplemode

In the simplest case where the projection center is placed at the origin of the world frame and the image
plane is the plan& = 1, the projection process can be modeled as follows:

N
NI

r = Y= (3.1)

For a world point( X, Y, Z) and the corresponding image pojat y). Using the homogeneous represen-
tation of the points a linear projection equation is obtained:

T 1 0
y|~]01
1 0 0

This projection is illustrated in Figure 3.2. The optical axis passes through the center of praojemtid s
orthogonal to the retinal plarfe. It's intersection with the retinal plane is defined as the principal point

X

0 0

00] Y 3.2)
z

1o |7

21
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3 LA NGRS

Figure 3.1:Man Drawing a Lute (The Draughtsman of the Lute), woodcut 1525, Albrecht Dirrer.

optical axis

Figure 3.2:Perspective projection
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Figure 3.3:Fromretinal coordinatesto image coordinates

3.2.2 Intrinsic calibration

With an actual camera the focal lengthi.e. the distance between the center of projection and the retinal
plane) will be different from 1, the coordinates of equation (3.2) should therefore be scalefi twithke
this into account.

In addition the coordinates in the image do not correspond to the physical coordinates in the retinal
plane. With a CCD camera the relation between both depends on the size and shape of the pixels and of the
position of the CCD chip in the camera. With a standard photo camera it depends on the scanning process
through which the images are digitized.

The transformation is illustrated in Figure 3.3. The image coordinates are obtained through the follow-
ing equations:

pim (tan fa) ﬁ Ca TR
y = E Cy yR
1 1 1

wherep, andp, are the width and the height of the pixets= [c, ¢, 1]T is the principal point and: the
skew angle as indicated in Figure 3.3. Since only the ratfloand L are of importance the simplified
notations of the following equation will be used in the remalnder of this text:

T fr s ¢ TR
M R 53
RN Pl
with f, andf, being the focal length measured in width and height of the pixelssafactor accounting
for the skew due to non-rectangular pixels. The above upper triangular matrix is calledithration

matrix of the camera; and the notatid will be used for it. So, the following equation describes the
transformation from retinal coordinates to image coordinates.

m=Kmy . (3.4)

For most cameras the pixels are almost perfectly rectangular and thusry close to zero. Furthermore,
the principal point is often close to the center of the image. These assumptions can often be used, certainly
to get a suitable initialization for more complex iterative estimation procedures.

For a camera with fixed optics these parameters are identical for all the images taken with the camera.
For cameras which have zooming and focusing capabilities the focal length can obviously change, but also
the principal point can vary. An extensive discussion of this subject can for example be found in the work
of Willson [219, 217, 218, 220].

3.2.3 Cameramotion

Motion of scene points can be modeled as follows

MI:[OI;} HM (3.5)
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with R a rotation matrix and = [t,;tytz]T a translation vector.
The motion of the camera is equivalent to an inverse motion of the scene and can therefore be modeled
as

M = (3.6)

RT -R't y
04 1 ’

with R andt indicating the motion of the camera.

3.24 The projection matrix

Combining equations (3.2), (3.3) and (3.6) the following expression is obtained for a camera with some
specific intrinsic calibration and with a specific position and orientation:

X
T fe s ¢ 10 00 RT -RTt v
Yy ~ 0 fy Cy 01 0 0 OT 1 7 ’
1 0 0 1 0 010 3 1
which can be simplified to
m~K[R'-R"tM (3.7)
or even
m~ PM . (3.8)

The3 x 4 matrix P is called thecamera projection matrix.
Using (3.8) the plane corresponding to a back-projected imagellican also be obtained: Since
1"Tm~1TPM~1TTN,
n~P'1 (3.9)

The transformation equation for projection matrices can be obtained as described in paragraph 2.2.3. If the
points of a calibration grid are transformed by the same transformation as the camera, their image points
should stay the same:

m~PM~PT 'TM~ PM (3.10)

and thus
P—P ~PT! (3.11)

The projection of the outline of a quadric can also be obtained. For a line in an image to be tangentto the
projection of the outline of a quadric, the corresponding plane should be on the dual quadric. Substituting
equation (3.9) in (2.17) the following constraint PQ*P "1 = 0 is obtained forl to be tangent to the
outline. Comparing this result with the definition of a conic (2.10), the following projection equation is
obtained for quadrics (this results can also be found in [83]). :

C*~PQ'P' . (3.12)

Relation between projection matrices and image homographies

The homographies that will be discussed here are collineationsoms P2. A homographyH de-
scribes the transformation from one plane to another. A number of special cases are of interest, since the
image is also a plane. The projection of points of a plane into an image be described through a ho-
mographyHp;. The matrix representation of this homography is dependent on the choice of the projective
basis in the plane.

As an image is obtained by perspective projection, the relation between ppintsonging to a plane
I in 3D space and their projectionsg; in the image is mathematically expressed by a homograbhy
The matrix of this homography is found as follows. If the plarie given byl ~ [z T 1]T and the pointy
of is represented a& ~ [m] 1], thenMy belongs tdl if and only if 0 = "My = 7 'my + 1. Hence,

NRSENECIN

—7 'my T
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Now, if the camera projection matrix B; = [A;|a;], then the projectiony; of My onto the image is

I
my; ~ PiMp = [A4]aj] { _37:13- }mn
= [A;—ar |mg . (3.14)

ConsequentlyHy; ~ A; —a;7 .

Note that for the specific plar&gr = [0001]T the homographies are simply given Biggr; ~ A;.

Itis also possible to define homographies which describe the transfer from one image to the other for
points and other geometric entities located on a specific plane. The ndtﬂ;yomill be used to describe
such a homography from viewto j for a planell. These homographies can be obtained through the
following relationHY; = Hy;Hy;" and are independent to reparameterizations of the plane (and thus also
to a change of basis iR?).

In the metric and Euclidean cask; = K;R, and the plane at infinity i&., = [0001] . In this case,
the homographies for the plane at infinity can thus be written as:

HY = K,RJK; ", (3.15)

whereR;; = R/ R is the rotation matrix that describes the relative orientation fromtheamera with
respect top thé’* one.

In the projective and affine case, one can assumeRhat [I3.3|03] (since in this cas&; is un-
known). In that case, the homographtés, ~ I3 for all planes; and thu$I5:F = Hggg;. ThereforeP;
can be factorized as

P; = [Hi'[e1;] (3.16)

wheree; is the projection of the center of projection of the first camera (in this ¢a8e),1] ") in image
1. This pointey; is called thespipole, for reasons which will become clear in Section 3.3.1.

Note that this equation can be used to obHif§* ande;; from P;, but that due to the unknown relative
scale factor®; can, in general, not be obtained fr@{tF ande;;. Observe also that, in the affine case
(wherell,, = [0001] ), this yieldsP; = [H%|e;].

Combining equations (3.14) and (3.16), one obtains

HY, = HI¥ —eur’ (3.17)

This equation gives an important relationship between the homographies for all possible planes. Homo-
graphies can only differ by a term;[1 — 7] . This means that in the projective case the homographies
for the plane at infinity are known up to 3 common parameters (i.e. the coefficients iof the projective
space).

Equation (3.16) also leads to an interesting interpretation of the camera projection matrix:

m o~ [oalor] [ ]| = (3.18)
mi ~ [H}f |ei] { T ] =H¥n+ ey (3.19)

In other words, a point can thus be parameterized as being on the line through the optical center of the first
camera (i.e[0001] ) and a point in the reference plamgy. This interpretation is illustrated in Figure 3.4.

3.2.5 Deviationsfrom the camera model

The perspective camera model describes relatively well the image formation process for most cameras.
However, when high accuracy is required or when low-end cameras are used, additional effects have to be
taken into account.
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LREF

Figure 3.4:A point M can be parameterized as C; + AMggr. |ts projection in another image can then be
obtained by transferring m; according to Iger (i.€. with HEF) to image ¢ and applying the same linear
combination with the projection ey; of C; (i.e m; ~ ey; + A\H ¥ m;).

The failures of the optical system to bring all light rays received from a point object to a single image
point or to a prescribed geometric position should then be taken into account. These deviations are called
aberrations. Many types of aberrations exist (e.g. astigmatism, chromatic aberrations, spherical aberra-
tions, coma aberrations, curvature of field aberration and distortion aberration). It is outside the scope of
this work to discuss them all. The interested reader is referred to the work of Willson [219] and to the
photogrammetry literature [179].

Many of these effects are negligible under normal acquisition circumstances. Radial distortion, how-
ever, can have a noticeable effect for shorter focal lengths. Radial distortion is a linear displacement of
image points radially to or from the center of the image, caused by the fact that objects at different angular
distance from the lens axis undergo different magnifications.

It is possible to cancel most of this effect by warping the image. The coordinates in undistorted image
plane coordinateér, y) can be obtained from the observed image coordinatesy,) by the following
equation:

T =24+ (To — o) (K172 + Kort +..)
Y= Yo+ (Yo — cy) (Kir® + Kor* +..)

whereK; and K are the first and second parameters of the radial distortion and

(3.21)

r=(To =)’ + (o — ¢y)? .
Note that it can sometimes be necessary to allow the center of radial distortion to be different from the
principal point [220].
When the focal length of the camera changes (through zoom or focus) the parafhetard K> will
also vary. In a first approximation this can be modeled as follows:

= Lo o —Cz)(K = K L
=20+ (To — ¢z)( f1rf22 + f2r£4 +...) (3.22)
y:y0+(yo_cy)(Kf1f_z +Kf2f—4+...)

Due to the changes in the lens system this is only an approximation, except for digital zooms where (3.22)
is exact.
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Figure 3.5: Correspondence between two views. Even when the exact position of the 3D point M corre-
sponding to the image point m is not known, it has to be on the line through C which intersects the image
planeinm. Snce thisline projectsto the line 1’ in the other image, the corresponding point m’ should be
located on this line. More generally, all the points located on the plane defined by C, ¢’ and M have their
projectionon 1 and 1'.

3.3 Multi view geometry

Different views of a scene are not unrelated. Several relationships exist between two, three or more im-
ages. These are very important for the calibration and reconstruction from images. Many insights in these
relationships have been obtained in recent years.

3.3.1 Two view geometry

In this section the following question will be addressé&iiven an image point in one image, does this
restrict the position of the corresponding image point in another image? It turns out that it does and that
this relationship can be obtained from the calibration or even from a set of prior point correspondences.

Although the exact position of the scene paig not known, it is bound to be on the line of sight of the
corresponding image poiat This line can be projected in another image and the correspondingmpoint
is bound to be on this projected liné This is illustrated in Figure 3.5. In fact all the points on the plane
defined by the two projection centers anbave their image o'. Similarly, all these points are projected
on a linel in the first image.1 andl’ are said to be irepipolar correspondence (i.e. the corresponding
point of every point or is located orl’, and vice versa).

Every plane passing through both centers of projediiandC’ results in such a set of corresponding
epipolar lines, as can be seen in Figure 3.6. All these lines pass through two specifie jpoidés. These
points are called thepipoles, and they are the projection of the center of projection in the opposite image.

This epipolar geometry can also be expressed mathematically. The fact thata isanta linel can
be expressed ds'm = 0. The line passing troughand the epipole is

1~ [e]xm, (3.23)

with [e]x the antisymmetri@ x 3 matrix representing the vectorial product with
From (3.9) the pland corresponding ta is easily obtained a8 ~ P "1 and similarlyll ~ P
Combining these equations gives:

1~ (P'T)T PT1=H "1 (3.24)

with 1 indicating the Moore-Penrose pseudo-inverse. The not&lion is inspired by equation (2.7).
Substituting (3.23) in (3.24) results in
1 ~H "[e]um .
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Figure 3.6:Epipolar geometry. The line connecting C and C' defines a bundle of planes. For every one of
these planes a corresponding line can be found in each image, e.g. for Il theseare 1 and 1’. All 3D points
located in I project on 1 and 1’ and thus all points on 1 have their corresponding point on 1’ and vice
versa. These lines are said to be in epipolar correspondence. All these epipolar lines must pass through e
or e, which are the intersection points of the line CC’ with theretinal planes R and R’ respectively. These
points are called the epipoles.

DefiningF = H~ " [e], we obtain
1’ ~ Fm, (3.25)

and thus,
m Fmn=0 . (3.26)

This matrixF is called thefundamental matrix. These concepts were introduced by Faugeras [44] and
Hartley [60]. Since then many people have studied the properties of this matrix (e.g. [102, 103]) and a lot
of effort has been put in robustly obtaining this matrix from a pair of uncalibrated images [195, 196, 225].
Having the calibrationk' can be computed and a constraint is obtained for corresponding points. When
the calibration is not known equation (3.26) can be used to compute the fundamentalfn&viery pair
of corresponding points gives one constrainffarSinceF is a3 x 3 matrix which is only determined up
to scale, it hag x 3 — 1 unknowns. Therefore 8 pairs of corresponding points are sufficient to cofipute
with a linear algorithm.
Note from (3.25) thaF'e = 0, becausge] e = 0. Thus, rankF' = 2. This is an additional constraint
on F and therefore 7 point correspondences are sufficient to corfiptieugh a nonlinear algorithm. In
Section 4.3 the robust computation of the fundamental matrix from images will be discussed in more detail.

Relation between the fundamental matrix and image homographies

There also exists an important relationship between the homogrdﬂﬁiezmd the fundamental matrices
F;;. Letm; be a pointin imageé. Thenm; ~ ngmi is the corresponding point for the planén image;.
Thereforen; is located on the corresponding epipolar line; and,

(H}m;)"Fijm; =0 (3.27)

should be verified. Moreover, equation (3.27) holds for every image pginSince the fundamental
matrix maps points to corresponding epipolar lirflsm; ~ e;; x m; and equation (3.27) is equivalent to
m].T[eij]XH?jmi = 0. Comparing this equation witrthFijmi = 0, and using that these equations must hold
for all image pointsy; andm; lying on corresponding epipolar lines, it follows that:

Fij ~ [eij]xHj; . (3.28)
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Let1; be aline in imagg and letll be the plane obtained by back-projectirygnto space. lfng; is the
image of a point of this plane projected in imagéhen the corresponding point in imageiust be located
on the corresponding epipolar line (iB;;mg;). Since this point is also located on the libgit can be
uniquely determined as the intersection of both (if these lines are not coinciding)F;jmg;. Therefore,
the homographﬁ‘}j is given by[1;]«F;;. Note that, since the image of the plahés a line in imagej,
this homography is not of full rank. An obvious choice to avoid coincidends efith the epipolar lines,
is1; ~ e;; since this line does certainly not contain the epipole éj}aeij # 0). Consequently,

[eij]x Fij (3.29)

corresponds to the homography of a plane. By combining this result with equations (3.16) and (3.17) one
can conclude that it is always possible to write the projection matrices for two views as

P, = [I3x3]03]

P, = [[ena]xFi2 —epnn' |ers] (3.30)

Note that this is an important result, since it means that a projective camera setup can be obtained from the
fundamental matrix which can be computed from 7 or more matches between two views. Note also that this
equation has 4 degrees of freedom (i.e. the 3 coefficientsanfd the arbitrary relative scale betwdén

ande;»). Therefore, this equation can only be used to instantiate a new frame (i.e. an arbitrary projective
representation of the scene) and not to obtain the projection matrices for all the views of a sequence (i.e.
computePs, Py, ...). How this can be done is explained in Section 5.2.

3.3.2 Threeview geometry

Considering three views it is, of course, possible to group them in pairs and to get the two view relationships
introduced in the last section. Using these pairwise epipolar relations, the projection of a point in the third
image can be predicted from the coordinates in the first two images. This is illustrated in Figure 3.7. The
point in the third image is determined as the intersection of the two epipolar lines. This computation,
however, is not always very well conditioned. When the point is located in the trifocal plane (i.e. the plane
going through the three centers of projection), it is completely undetermined.

Fortunately, there are additional constraints between the images of a point in three views. When the
centers of projection are not coinciding, a point can always be reconstructed from two views. This point
then projects to a unique point in the third image, as can be seen in Figure 3.7, even when this point is lo-
cated in the trifocal plane. For two views, no constraint is available to restrict the position of corresponding
lines. Indeed, back-projecting a line forms a plane, the intersection of two planes always results in a line.
Therefore, no constraint can be obtained from this. But, having three views, the image of the line in the
third view can be predicted from its location in the first two images, as can be seen in Figure 3.8. Similar to
what was derived for two views, there are multi linear relationships relating the positions of points and/or
lines in three images [181]. The coefficients of these multi linear relationships can be organized in a tensor
which describes the relationships between points [176] and lines [63] or any combination thereof [65].
Several researchers have worked on methods to compute the trifocal tensor (e.g. see [193, 194]).

The trifocal tensofT" is a3 x 3 x 3 tensor. It contains 27 parameters, only 18 of which are independent
due to additional nonlinear constraints. The trilinear relationship for a point is given by the following
equation:

mi(mymyTizs — mpTijz —m;Tizp + Tiji) = 0 (3.31)

Any triplet of corresponding points should satisfy this constraint.
A similar constraint applies for lines. Any triplet of corresponding lines should satisfy:

L ~ BT

1The Einstein convention is used (i.e. indices that are repeated should be summed over).
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Figure 3.7:Relation between the image of a point in three views. The epipolar lines of pointsm and m’
could be used to obtainm’. This does, however, not exhaust all the relations between the threeimages. For
a point located in the trifocal plane (i.e. the plane defined by C, ¢’ and C"') this would not give a unique
solution, although the 3D point could still be obtained from its image in the first two views and then be
projected tom’. Therefore, one can concludethat in the three view case not all the information is described
by the epipolar geometry. These additional relationships are described by the trifocal tensor.

Figure 3.8:Relation between the image of a line in three images. While in the two view case no constraints
are available for lines, in the three view case it is also possible to predict the position of a line in a third
image from its projection in the other two. Thistransfer is also described by the trifocal tensor.
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3.3.3 Multi view geometry

Many people have been studying multi view relationships [72, 198, 47]. Without going into detail we
would like to give some intuitive insights to the reader. For a more in depth discussion the reader is
referred to [116].

An image point has 2 degrees of freedom. Buimages of a 3D point do not had degrees of
freedom, but only 3. So, there must Pe — 3 independent constraints between them. For lines, which
also have 2 degrees of freedom in the image, but 4 in 3D spaiteages of a line must satisBn — 4
constraints.

Some more properties of these constraints are explained here. A line can be back-projected into space
linearly (3.9). A point can be seen as the intersection of two lines. To correspond to a real point or line
the planes resulting from the backprojection must all intersect in a single point or line. This is easily
expressed in terms of determinants, [BI,II3Iy| = 0 for points and that all th8 x 3 subdeterminants
of [I;IIM3] should be zero for lines. This explains why the constraints are multi linear, since this is a
property of columns of a determinant. In addition no constraints combining more than 4 images exist,
since with 4-vectors (i.e. the representation of the planes) maxitnxmi determinants can be obtained.

The twofocal (i.e. the fundamental matrix) and the trifocal tensors have been discussed in the previous
paragraphs, recently Hartley [68] proposed an algorithm for the practical computation of the quadrifocal
tensor.

3.4 Conclusion

In this chapter some important concepts were introduced. A geometric description of the image formation
process was given and the camera projection matrix was introduced. Some important relationships between
multiple views were also derived. The insights obtained by carefully studying these properties have shown
that it is possible to retrieve a relative calibration of a two view camera setup from point matches only. This
is an important result which will be exploited further on to obtain a 3D reconstruction starting from the
images.



32

CHAPTER 3. CAMERA MODEL AND MULTIPLE VIEW GEOMETRY



Chapter 4

Relating images

Starting from a collection of images the first step consists in relating the different images to each other.
This is not as easy problem. As seen in the previous chapter, a restricted number of corresponding points is
sufficient to determine the geometric relationshiproiti-view constraints between the images. Since not

all points are equally suited for matching (e.g. a pixel in a homogeneous region), the first step consist of
selecting a number of interesting pointSeature points. Some approaches also use other features, such as
lines or curves, but these will not be discussed here. Feature points are compared and a number of potential
correspondences are obtained. From these the multi-view constraints can be computed. However, since the
correspondence problem is an ill-posed problem, the set of corresponding points is typically contaminated
with an important number of wrong matchesauntliers. In this case, a traditional least-squares approach

will fail and therefore a robust method is needed. Once the multi-view constraints have been obtained they
can be used to guide the search for additional correspondences. These can then be used to further refine the
results for the multi-view constraints.

4.1 Featurepoint extraction

There are two important requirements for feature points. First, points corresponding to the same scene
points should be extracted consistently over the different views. If this were not the case, it would be
impossible to find correspondences amongst them. Secondly, there should be enough information in the
neighborhood of the points so that corresponding points can be automatically matched. Many feature point
extractors have been proposed [120, 59, 52, 31, 180].

In our system thélarris corner detector [59] is used. Consider the following matrix

wo| () (&) 5) "
(#)(2) ()
wherel(z,y) is the grey level intensity. If at a certain point the two eigenvalues of the nietrate large,

then a small motion in any direction will cause an important change of grey level. This indicates that the
pointis a corner. The corner response function is given by:

R = det M — k(tracéM)? (4.2)

wherek is a parameter set to 0.04 (a suggestion of Harris). Corners are defined as local maxima of the cor-
nerness function. Sub-pixel precision is achieved through a quadratic approximation of the neighborhood
of the local maxima.

To avoid corners due to image noise, it can be interesting to smooth the images with a Gaussian fil-
ter. This should however not be done on the input images, but on images containing the squared image

derivatives (i.e.(%)2 , (2—5)2 , (%) (g—i)).

33
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Figure 4.1: Two images with extracted corners

In practice often far too much corners are extracted. In this case it is often interesting to first restrict the
numbers of corners before trying to match them. One possibility consists of only selecting the corners with
a valueR above a certain threshold. This threshold can be tuned to yield the desired number of features.
Since for some scenes most of the strongest corners are located in the same area, it can be interesting to
refine this scheme further to ensure that in every part of the image a sufficient number of corners are found.
In figure 4.1 two images are shown with the extracted corners. Note that it is not possible to find the
corresponding corner for each corner, but that for many of them it is.

4.2 dSmilarity measures

To be able to automatically match features it is important to have a measure that determines if two features
in differentimages are similar or not. For corner features one could for example look at the local intensity
value. The problem with this measure is that many points will have similar intensity values and that this
measure is very sensitive to noise and changes in illumination.

4.2.1 Intensity cross-correlation

A better approach should take the information of more pixels into account. This could be achieved by
comparing local neighborhoods of corners through intensity cross-correlation. As a neighborhood a small
window of (2N + 1) x (2N + 1) pixels centered around the corner could be taken. For the poirg$
and(z',y") the similarity measure is obtained as follows:

N N
C=> Y (Iw-iy—j)-D)I'@ -y —j)-T) (4.3)

i=—N j=—N

with I andI’ the intensity values at a certain point ahendl’ the mean intensity value of the considered
neighborhood. TypicalliW = 3 which yields7 x 7 windows.

Infigure 4.2 corresponding parts of two images are shown. In each the position of 5 corners is indicated.
In figure 4.3 the neighborhood of each of these corners is shown. The intensity cross-correlation was
computed for every possible combination. This is shown in Table 4.1. It can be seen that in this case
the correct pair matches all yield the highest cross-correlation values (i.e. highest values on diagonal).
However, the combination 2-5, for example, comes very close to 2-2. In practice, one can certainly not
rely on the fact that all matches will be correct and automatic matching procedures should therefore be
able to deal with important fraction of outliers. Therefore, further on robust matching procedures will be
introduced.

If one can assume that the motion between two images is small (which is needed anyway for the
intensity cross-correlation measure to yield good results), the location of the feature can not change widely
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Figure 4.2: Detall of the images of figure 4.1 with 5 corresponding corners.

Figure 4.3: Local neighborhoods of the 5 corners of figure 4.2.

A
oIl

0.9639 -0.3994 -0.1627 -0.3868 0.1914
-0.0533 0.7503 -0.4677 0.5115 0.7193
-0.1826 -0.3905 0.7730 0.1475 -0.7457
-0.2724 0.4878 0.1640 0.7862 0.2077

0.0835 0.5044 -0.4541 0.2802 0.9876

Table 4.1: Intensity cross-correlation values for all possible combinations of the 5 corners indicated fig-
ure 4.2.
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P

Figure 4.4: Based on the edges in the neighborhood of a corner jpaintaffinely invariant region is
determined up to two parametérsandis.

between two consecutive views. This can therefore be used to reduce the combinatorial complexity of the
matching. Only features with similar coordinates in both images will be compared. For a corner located at
(z,y), only the corners of the other image with coordinates located in the infervaly;, x + w;] x [y —

hi,y + h;]. w; andh; are typicallyl0% or 20% of the image.

4.2.2 Matching using affinely invariant regions

One can note that the similarity measure presented in the previous section is only invariant to translation
and offsets in the intensity values. If important rotation or scaling takes place the similarity measure is not
appropriate. The same is true when the lighting conditions differ too much. Therefore the cross-correlation
based approach can only be used between images for which the camera poses are not too far apart.

In this section a more advanced matching procedure is presented that can deal with much larger changes
in viewpoint and illumination [208]. As should be clear from the previous discussion, it is important that
pixels corresponding to the same part of the surface are used for comparison during matching. By assuming
that the surface is locally planar and that there is no perspective distortion, local transformations of pixels
from one image to the other are described by 2D affine transformations. Such a transformation is defined
by three points. At this level we only have one, i.e. the corner under consideration, and therefore need two
more. The idea is to go look for them along edges which pass through the point of interest. It is proposed
to only use corners having two edges connected to them, as in figure 4.4. For curved edges it is possible to
uniguely relate a point on one edge with a point on the other edge (using an affine invariant parameterization
[, can be linked td,), yielding only one degree of freedom. For straight edges two degrees of freedom are
left. Over the parallelogram-shaped region (see figure 4.4) functions that reach their extremain an invariant
way for both geometric and photometric changes, are evaluated. Two possible functions are:

[ I(z,y)dzdy and P~ aP—gl
[ dxdy Ip—p; P— Py

(4.4)

with I(z,y) the image intensityg the center of gravity of the region, weighted with image intensity and
the other points defined as in figure 4.4.

[I(z,y)xdedy [I(z,y)ydzdy
[I(z,y)dzdy * [ I(z,y)dzdy

The regions for which such an extremum is reached will thus also be determined invariantly. In practice
it turns out that the extrema are often not very well defined when two degrees of freedom are left (i.e. for
straight edges), but occur in shallow “valleys”. In these cases more than one function is used at the same
time and intersections of these “valleys” are used to determine invariant regions.

g=( ) (4.5)
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Now that we have a method at hand for the automatic extraction of local, affinely invariant image
regions, these can easily be described in an affinely invariant way using momentinvariants [212]. As in the
region finding steps, invariance both under affine geometric changes and linear photometric changes, with
different offsets and different scale factors for each of the three color bands, is considered.

For each region, a feature vector of moment invariance is composed. These can be compared quite
efficiently with the invariant vectors computed for other regions, using a hashing-technique. It can be
interesting to take the region type (curved or straight edges? Extrema of which function?) into account
as well. Once the corresponding regions have been identified, the cross-correlation between them (after
normalization to a square reference region) is computed as a final check to reject false matches.

4.3 Two view geometry computation

As was seen in Section 3.3.1, even for an arbitrary geometric structure, the projections of points in two
views contains some structure. Finding back this structure is not only very interesting since it is equivalent
to the projective calibration of the camera for the two views, but also allows to simplify the search for
more matches since these have to satisfy the epipolar constraint. As will be seen further it also allows to
eliminate most of the outliers from the matches.

4.3.1 Eight-point algorithm

The two view structure is equivalent to the fundamental matrix. Since the fundamental Bxét@3 x 3

matrix determined up to an arbitrary scale factor, 8 equations are required to obtain a unique solution. The
simplest way to compute the fundamental matrix consists of using Equation (3.26). This equation can be
rewritten under the following form:

[ zx' yx' 2 xy wyy Yy oz oy 1 ] f=0 (4.6)
withm = [.’L’y 1]T,m' = [.’L’lyI].]T andf = [F11F12F13F21F22F23F31F32F33]T a vector Containing the
elements of the fundamental matiix By stacking eight of these equations in a matixhe following
equation is obtained:

Af =0 (4.7)

This system of equation is easily solved by Singular Value Decomposition (SVD) [58]. Applying SXD to
yields the decompositiolSV " with U andV orthonormal matrices arfél a diagonal matrix containing
the singular values. These singular valagsire positive and in decreasing order. Therefore in our case
o9 is guaranteed to be identically zero (8 equations for 9 unknowns) and thus the last col¥ms thfe
correct solution (at least as long as the eight equations are linearly independent, which is equivalent to all
other singular values being non-zero).

Itis trivial to reconstruct the fundamental matlxrom the solution vectof. However, in the presence
of noise, this matrix will not satisfy the rank-2 constraint. This means that there will not be real epipoles
through which all epipolar lines pass, but that these will be “smeared out” to a small region. A solution
to this problem is to obtail" as the closest rank-2 approximation of the solution coming out of the linear
equations.

4.3.2 Seven-point algorithm

In fact the two view structure (or the fundamental matrix) only has seven degrees of freedom. If one is
prepared to solve non-linear equations, seven points must thus be sufficient to solve for it. In this case the
rank-2 constraint must be enforced during the computations.

A similar approach as in the previous section can be followed to characterize the right null-space of the
system of linear equations originating from the seven point correspondences. This space can be parameter-
ized as followsv; + Avy or F; + AF5 with v; andv, being the two last columns &f (obtained through
SVD) andF; respectivel\F'; the corresponding matrices. The rank-2 constraint is then written as

det (Fy + AF2) = azA® + a2\ + g A+ ag = 0 (4.8)
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which is a polynomial of degree 3 ia This can simply be solved analytically. There are always 1 or 3 real
solutions. The special ca¥g (which is not covered by this parameterization) is easily checked separately,
i.e. it should have rank-2. If more than one solution is obtained then more points are needed to obtain the
true fundamental matrix.

4.3.3 Morepoints...

Itis clear that when more point matches are available the redundancy should be used to minimize the effect
of the noise. The eight-point algorithm can easily be extended to be used with more points. In this case the
matrix A of equation 4.7 will be much bigger, it will have one row per point match. The solution can be
obtained in the same way, but in this case the last singular value will not be perfectly equal to zero. It has
been pointed out [66] that in practice it is very important to normalize the equations. This is for example
achieved by transforming the image to the inteffval, 1] x [—1, 1] so that all elements of the matrix

are of the same order of magnitude.

Even then the error that is minimized is an algebraic error which has nor real “physical” meaning. It
is always better to minimize a geometrically meaningful criterion. The error measure that immediately
comes to mind is the distance between the points and the epipolar lines. Assuming that the noise on every
feature point is independent zero-mean Gaussian with the same sigma for all points, the minimization of
the following criterion yields a maximum likelihood solution:

C(F)=)_ (D@, Fm)’ + D(m,F 'n')?) (4.9)

with D(m, 1) the orthogonal distance between the pairtnd the linel. This criterion can be minimized
through a Levenberg-Marquard algorithm [156]. The results obtained through linear least-squares can be
used for initialization.

4.3.4 Robust algorithm

The most important problem with the previous approaches is that they can not cope with outliers. If the set
of matches is contaminated with even a small set of outliers, the result will probably be unusable. This is
typical for all types of least-squares approaches (even non-linear ones). The problem is that the quadratic
penalty (which is optimal for Gaussian noise) allows a single outlier being very far apart from the true
solution to completely bias the final result.

The problem is that it is very hard to segment the set of matches in inliers and outliers before having
the correct solution. The outliers could have such a disastrous effect on the least-square computations
that almost no points would be classified as inliers (see Torr [196] for a more in depth discussion of this
problem).

A solution to this problem was proposed by Fischler and Bolles [48] (see also [162] for more details
on robust statistics). Their algorithm is called RANSAC (RANdom SAmpling Consensus) and it can be
applied to all kinds of problems.

Let us take a subset of the data and compute a solution from it. If were are lucky and there are no
outliers in our set, the solution will be correct and we will be able to correctly segment the data in inliers
and outliers. Of course, we can not rely on being lucky. However, by repeating this procedure with
randomly selected subsets, in the end we should end up with the correct solution. The correct solution is
identified as the solution with the largest support (i.e. having the largest number of inliers).

Matches are considered inliers if they are not more th@6o pixels away from their epipolar lines,
with o characterizing the amount of noise on the position of the features. In praasdeard to estimate
and one could just set it to 0.5 or 1 pixel, for example.

The remaining question is of course 'how many samples should be taken?’. Ideally one could try out
every possible subset, but this is usually computationally infeasible, so one takes the number of samples
m sufficiently high to give a probability’ in excess 005% that a good subsample was selected. The
expression for this probability is [162]

T=1-(1-(1-e")™, (4.10)
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5% 10% 20% 30% 40% 50% 60% 70% 80%
3 5 13 35 106 382 1827 13692 233963

Table 4.2: The number of 7-point samples required to ensu¥e).95 for a given fraction of outliers.

Step 1. Extract features
Step 2. Compute a set of potential matches
Step 3. Whilel’(#inliers, #£samples) < 95% do

step 3.1 select minimal sample (7 matches)
step 3.2 compute solutions for F
step 3.3 determine inliers

step 4. Refine F based on all inliers
step 5. Look for additional matches

step 6. Refine F based on all correct matches

Table 4.3: Overview of the two-view geometry computation algorithm.

wheree is the fraction of outliers, ang the number of features in each sample. In the case of the funda-
mental matrixp = 7. Table 4.2 gives the required number of samples for a few valuesTdfe algorithm
can easily deal with up t80% outliers, above this the required number of samples becomes very high.

One approach is to decide a priori which level of outlier contamination the algorithm should deal with
and set the number of samples accordingly (e.g. coping with Gp%ooutliers implies 382 samples).

Often a lower percentage of outliers is present in the data and the correct solution will already have
been found after much fewer samples. Assume that sample 57 yields a solutig0%ithf consistent
matches, in this case one could decide to stop at sample 106, being sure -at |18a8%t-faot to have
missed any bigger set of inliers.

Once the set of matches has been correctly segmented in inliers and outliers, the solution can be refined
using all the inliers. The procedure of Section 4.3.3 can be used for this. Table 4.3 summarizes the robust
approach to the determination of the two-view geometry. Once the epipolar geometry has been computed it
can be used to guide the matching towards additional matches. At this point only features being in epipolar
correspondence should be considered for matching. For a corner in one image, only the corners of the other
image that are within a small region (1 or 2 pixels) around the corresponding epipolar line, are considered
for matching. At this point the initial coordinate interval that was used for matching can be relaxed. By
reducing the number of potential matches, the ambiguity is reduced and a number of additional matches
are obtained. These can not only be used to refine the solution even further, but will be very useful further
on in solving the structure from motion problem where it is important that tracked features survive as long
as possible in the sequence.

4.35 Degenerate case

The computation of the two-view geometry requires that the matches originate from a 3D scene and that
the motion is more than a pure rotation. If the observed scene is planar, the fundamental matrix is only
determined up to three degrees of freedom. The same is true when the camera motion is a pure rotation.
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In this last case -only having one center of projection- depth can not be observed. In the absence of noise
the detection of these degenerate cases would not be too hard. Starting from real -and thus noisy- data, the
problem is much harder since the remaining degrees of freedom in the equations are then determined by
noise.

A solution to this problem has been proposed by Torr et al. [197]. The methods will try to fit different
models to the data and the one explaining the data best will be selected. The approach is based on an
extension of Akaike’s information criterion [1] proposed by Kanatani [82]. It is outside the scope of this
text to describe this method into details. Therefore only the key idea will briefly be sketched here.

Different models are evaluated. In this case the fundamental matrix (corresponding to a 3D scene
and more than a pure rotation), a general homography (corresponding to a planar scene) and a rotation-
induced homography are computed. Selecting the model with the smallest residual would always yield the
most general model. Akaike’s principle consist of taking into account the effect of the additional degrees
of freedom (which when not needed by the structure of the data end up fitting the noise)espettted
residual. This boils down to adding a penalty to the observed residuals in function of the number of degrees
of freedom of the model. This makes a fair comparison between the different models feasible.

4.4 Threeand four view geometry computation

It is possible to determine the three or four view geometry in a similar way to the two view geometry
computation explained in the previous section. More details on these concepts can be found in Section 3.3.
Since the points satisfying the three or four view geometry certainly must satisfy the two view geometry,
it is often interesting to have a hierarchical approach. In this case the two view geometry is estimated
first from consecutive views. Then triplet matches are inferred by comparing two consecutive sets of pair-
matches. These triplets are then used in a robust approach similar to the method presented in Section 4.3.4.
In this case only 6 triplets of points are needed. A similar approach is possible for the four view geometry.
The method to recover structure and motion presented in the next chapter only relies on the two view
geometry. Therefore the interested reader is referred to the literature for more details on the direct compu-
tation of three and four view geometric relations. Many authors studied different approaches to compute
multi view relations (e.g. [176, 65]). Torr and Zisserman [193] have proposed a robust approach to the
computation of the three view geometry. Hartley [68] proposed a method to compute the four view geom-
etry.



Chapter 5

Structure and motion

In the previous chapter it was seen how different views could be related to each other. In this chapter
the relation between the views and the correspondences between the features will be used to retrieve the
structure of the scene and the motion of the camera. This problem is &ilitlre and Motion. In this

chapter, the structure and motion will only be determined up to an arbitrary projective transformation. The
guestion how to restrict this ambiguity will be answered in the chapter on self-calibration.

At first two images are selected and an initial reconstruction frame is set-up. Then the pose of the
camera for the other views is determined in this frame and each time the initial reconstruction is refined
and extended. In this way the pose estimation of views that have no common features with the reference
views also become possible. This approach was inspired by the work of Beardsley et al. [9]. Typically, a
view is only matched with its predecessor in the sequence. In most cases this works fine, but in some cases
(e.g. when the camera moves back and forth) it can be interesting to also relate a new view to a number of
additional views. Once the structure and motion has been determined for the whole sequence, the results
can be refined to achieve the best possible reconstruction.

5.1 Initial frame

The two first images of the sequence are used to determine a reference frame. The world frame is aligned
with the first camera. The second camera is chosen so that the epipolar geometry corresponds to the
retrievedF'; > (see equation 3.30).

P1 = [ I3><3 | 03 ]

P, = [ [en]«Fiza+epn’ | ocep | (1)
where[e;s]« indicates the vector product witky,. Equation 5.1 is not completely determined by the
epipolar geometry (i.eF'1, ande;»), but has 4 more degrees of freedom (re@ands). = determines the
position of the reference plane (i.e. the plane at infinity in an affine or metric frame) datermines the
global scale of the reconstruction. The parametean simply be put to one or alternatively the baseline
between the two initial views can be scaled to one.

Determining suitable values for is less obvious. Although strictly speaking at this level only the
projective structure will be recovered, several steps are simplified if one can assume that the projective
skew is not too large. In this case measurements in space can at least be used qualitatively. How this can
be achieved is explained in the following section.

5.1.1 Initial projection matrices

This method is adapted from the method proposed in [9]. In a metric frame, valid choices for the projection
matrices of a camera with intrinsic parametKrsn successive positions related by rotation maRiand
translation vectok are, see equation 3.P¥ = K[I|0] andP} = K[R'| — R"t]. To establish a
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quasi-metric frameP; andP. are set “close” to the form dP} andP3?, using approximate values for
the camera intrinsicK* and the rotatiolR *.

The images should be normalized— K*~'m. Equation (5.1) can be filled in. In this caseshould
be chosen so thd = [e12]«F12 + e;am! ~ R*. This is achieved by orthogonal projectionRfonto
the subspace of possitie.

Since two consecutive views are in general not too far apart, &tes- I is a good approximation.
For most of the intrinsics a good approximation is known beforehand (i.e. principal point in the center of
the image, aspect ratio one and no skew). This is not always the case for the focal length. If no a priori
guess for the focal length is available different are tried out and the one with most points reconstructed in
front of the camera is selected. If more values have a similar amount of valid points, the smallest value
is taken. Although the frame obtained as such can still be far from the real metric frame, it is in general
sufficient to allow for the approach to succeed. In fact this approach is based on the concept of cheirality
of Harley [62] or the oriented projective geometry introduced in computer vision by Laveau [96]. How to
recover the quantitative metric properties of space will be explained in the next chapter.

5.1.2 Initial structure

Once the two projection matrices have been fully determined the matches can be reconstructed through
triangulation. For each point a corresponding line of sight can be placed in space. In the absence of noise
these lines should intersect in the 3D points. In practice, however, these lines will not perfectly intersect
and a trade off should be made. In a metric frame one would take the point in the middle. In projective
space, however, this concept is not defined.

In the uncalibrated case the only meaningful minimizations can be carried out in the image and not in
space. Therefore, the distance between the reprojected 3D point and the image points should be minimized:

D(m;, P1M)? 4+ D(my, PoM)? (5.2)

It was noted by Hartley and Sturm [67] that the only important choice is to select in which epipolar plane
the point is reconstructed. Once this choice is made it is trivial to select the optimal point from the plane.
A bundle of epipolar planes has only one parameter. In this case the dimension of the problem is
reduced from 3-dimensions to 1-dimension. Minimizing the following equation is thus equivalent to mini-
mize equation 5.2.
D(m1,11(2))? + D(m3, 15(@))? (5.3)

with 1, () and1,(«) the epipolar lines obtained in function of the parametetescribing the bundle of
epipolar planes. It turns out [67] that this equation is a polynomial of degree:6Time global minimum
of equation 5.3 can thus easily be computed.

In both images the point on the epipolar ling(«) and 1»(«) closest to the pointa; resp.ms is
selected. Since these points are in epipolar correspondence their lines of sight meet in a 3D point.

This procedure is followed for every match that was obtained between the two firstimages. This yields
an initial 3D structure. In the next section we will see how this allows us to place all the other views in the
frame defined by the two first views.

5.2 Adding aview

The previous section dealt with obtaining an initial reconstruction from two views. This section discusses
how to add a view to an existing reconstruction. First the pose of the camera is determined, then the
structure is updated based on the added view and finally new points are initialized.

5.2.1 projective pose estimation

For every additional view the pose towards the pre-existing reconstruction is determined, then the recon-
struction is updated. This is illustrated in Figure 5.1. The first step consists of finding the epipolar geometry
as described in Section 4.3. Then the matches which correspond to already reconstructed points are used
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image match

R

Figure 5.1: Image matches (my,—1,m;) are found as described before. Since the image points, m_1, relate
to object points, My, the pose for view k can be computed from the inferred matches (M, my,).

@ (b) ©

Figure5.2: (a) apriori search range, (b) search range along the epipolar line and (c) search range around
the predicted position of the point.

to compute the projection matrix Pj,. Thisis done using a robust procedure similar to the one laid out in
Table 4.3. In this case aminimal sample of 6 matchesis needed to compute Pj,. Once P, has been deter-
mined the projection of already reconstructed points can be predicted. This allowsto find some additional
matches to refine the estimation of P,,. This meansthat the search space is gradually reduced from the full
image to the epipolar line to the predicted projection of the point. Thisisillustrated in Figure 5.2.

5.2.2 Refining structure

The structure isrefined using an Iterated Extended Kalman Filter for each point. The notation g, is used to
indicate a quantity ¢ in view k, and ¢, to indicate a estimation based on the observationsup to view k. The
observation equation is:
Tg 1 Py M
=pM) +wp = —— + 5.4

[yk} p(M) + i pmM{szM} w (5.)
where z;, and y; are the image coordinates of the observed feature, M is the observed 3D point and wy, is
zero-mean Gaussian noise (uncorrelated over the images). Py; is the ith row of the projection matrix Py,.
The update equations for state vector and covariance matrix are

M, = M, + Wy (5.5
Ay = A1 —WS,WT (5.6)
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where the Kalman gain matrix, innovation vector, and innovation covariance are

W = 1_1VpyS;! (5.7)

Vg = {xk]—P(Mk—l) (58)
Yk

Sk = Vpuhi—1Vpy + Ry (5.9)

respectively, and R is the covariance matrix for the observed image pointsm. The Jacobian Vpy of the
non-linear observation equation 5.4 is evaluated at M, _;

9pz  Ops  Opa
o= | B0 0] (5:10)
89X Y 0z

whose ij-th element is
Opi _ Prij _ PrsjPriM
OM; Py Pp3M?

(5.11)

Within an |EKF, the update cycle in equations 5.5 and 5.6 is repeated for a number of iterations with Vpy
evaluated at the current value of i1;, on each iteration. Beardsley et al [9] proposed 3 iterations.

If a3D point is not observed the position is not updated. 1n this case one can check if the point was seen
in a sufficient number of viewsto be kept in the final reconstruction. This minimum number of views can
for example be put to three. This avoids to have an important number of outliers due to spurious matches.

5.2.3 Initialize new structure

Of course in an image sequence some new features will appear in every new image. If point matches are
available that were not related to an existing point in the structure, then a new point can be initialized asin
section 5.1.2.

After this procedure has been repeated for all the images, one disposes of cameraposesfor all theviews
and the reconstruction of the interest points. In the further modules mainly the camera calibration is used.
The reconstruction itself is used to obtain an estimate of the disparity range for the dense stereo matching.

5.3 Relating to other views

The procedureto add aview described in the previous section only relates the image to the previousimage.
In fact it isimplicitly assumed that once a point gets out of sight, it will not come back. Although thisis
true for many sequences, this assumptions does not always hold. Assumethat a specific 3D point got out of
sight, but that it isvisible again in the last two views. In this case a new 3D point will be instantiated. This
will not immediately cause problems, but since for the system these two 3D points are unrelated, nothing
enforcestheir position to correspond.

This is especialy crucia for longer image sequences where the errors accumulate. It results in a
degraded calibration or even causes the failure of the algorithm after a certain number of views.

A possible solution consists of relating every new view with all previous views using the procedure of
Section 4.3. It is clear that this would require a considerable computational effort. We propose a more
pragmatic approach. This approach worked well in the cases we encountered (see Section 8.3).

Let P; betheinitial estimate of the camera pose obtained as described in the previous section. A cri-
terion is then used to define which views are close to the actual view. All these close views are matched
with the actual view (as described in Section 4.3). For every close view a set of potential 2D-3D corre-
spondences is obtained. These sets are merged and the camera projection matrix P; is reestimated using
the same robust procedure as described in the previous section. Figure 5.3 illustrates this approach.

We applied a very simple criterion to decide if views were close or not. It worked well for the applica-
tions we had in mind, but it could easily be refined if needed. The position t; of the camerais extracted
from P; and the distance d;; to al the other camera positions is computed. Close views are selected as
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Figure 5.3: Sequential approach (left) and extended approach (right). In the traditional scheme view 8
would be matched with view 7 and 9 only. A point M which would be visiblein views 2,3,4,7,8,9,12,13and
14 would therefore result in 3 independently reconstructed points. With the extended approach only one
point will be instantiated. It is clear that this resultsin a higher accuracy for the reconstructed point while
it also dramatically reduces the accumulation of calibration errors.
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Figure 5.4: Image of the sphere sequence (left) and result of calibration step (right). The cameras are
represented by little pyramids. Images which were matched together are connected with ablack line.

views for which d;; < 1.6d;;—1). Note that strictly speaking such measure is meaningless in projective
space, but since a quasi-metric initialization was carried out and since only local qualitative comparisons
are made the obtained results are good.

Example

Figure 5.4 shows one of the images of the sphere sequence and the recovered camera calibration together
with the tracked points. This calibration can then be used to generate a plenoptic representation from the
recorded images (see Section 8.3). Figure 5.5 shows all the imagesin which each 3D point istracked. The
points are in the order that they were instantiated. This explains the upper triangular structure. It is clear
that for the sequential approach, even if some points can be tracked asfar as 30 images, most are only seen
in a few consecutive images. From the results for the extended approach severa things can be noticed.
The proposed method is clearly effective in the recovery of points which were not seen in the last images,
thereby avoiding unnecessary instantiations of new points (the system only instantiated 2170 pointsinstead
of 3792 points). The band structure of the appearance matrix for the sequential approach has been replaced
by a dense upper diagonal structure. Some points which were seen in the first images are still seen in the
last one (more than 60 images further down the sequence). The mesh structure in the upper triangular
part reflects the periodicity in the motion during acquisition. On the average, a point is tracked over 9.1
images instead of 4.8 images with the standard approach. Comparison with ground-truth data shows that
the calibration accuracy was improved from 2.31% of the mean object distance to 1.41% by extending the
standard structure and motion technique by scanning the viewpoint surface as described in this section.
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Figure 5.5: Statistics of the sphere sequence. This figure indicates in which images a 3D point is seen.
Points (vertical) versus images (horizontal). The results are illustrated for both the sequential approach
(Ieft) as the extended approach (right) areillustrated.

5.4 Refining structure and motion

Once the structure and motion has been obtained for the whole sequence, it is recommended to refine it
through a global minimization step. A maximum likelihood estimation can be obtained through bundle
adjustment [21, 179]. The goal is to find the projection matrices P, and the 3D points ff; for which the
mean squared distances between the observed image points m; and the reprojected image points fiy; is
minimized. For m views and n. pointsthe following criterion should be minimized:

min ZZD(mki,f’kﬂi)Q (5.12)

Pl =1 =1
where D(f&,m) is the Euclidean image distance. If the image error is zero-mean Gaussian then bundle
adjustment is the Maximum Likelihood Estimator. Although it can be expressed very ssimply, this mini-
mization problem is huge. For atypica sequence of 20 views and 2000 points, a minimization problem
in more than 6000 variables has to be solved. A straight-forward computation is obvioudly not feasible.
However, the special structure of the problem can be exploited to solve the problem much more efficiently.
Before going moreinto detail on efficiently solving the bundle adjustment, the L evenberg-Marquardt min-
imization is presented. Based one this an efficient method for bundle adjustment will be proposed in
Section 5.4.2.

54.1 Levenberg-Marquardt minimization

Given avector relation y = f(x) wherex and y can have different dimensions and an observation §, we
want to find the vector x which best satisfies the given relation. More precisely, we are looking for the
vector g satisfying § = f(%) + & for which ||&]] isminimal.

Newton iteration Newton's approach starts from an initial value xo and refines this value using the
assumption that f islocally linear. A first order approximation of f(xo + A) yields:

flxo+A) = f(x0) +JA (5.13)
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Figure 5.6: Sparse structure of Jacobian for bundle adjustment.

with J the Jacobian matrix and A asmall displacement. Under these assumptionsminimizingé = &, —JA
can be solved through linear least-squares. A simple derivation yields

JTIA=JTs . (5.14)

Thiseguationis called the normal equation. The solution to the problemisfound by starting from aninitia
solution and refining it based on successive iterations

Xip1 = X3 + 4 (5.15)

with A; the solution of the normal equation 5.14 evaluated at x;. One hopes that this algorithm will
converge to the desired solution, but it could also end up in alocal minimum or not converge at all. This
dependsalot on theinitia value xq.

Levenberg-Marquardt iteration The levenberg-Marquardt iteration is a variation on the Newton itera-
tion. Thenormal equationsNA = J'J = J" s areaugmentedto N'A = J " where Nj; = (146;;1) Ny,
with ¢;; the Kronecker delta.

The value ) is initialized to a small value, e.g. 1072, If the value obtained for A reduces the error,
the increment is accepted and A is divided by 10 before the next iteration. On the other hand, if the
error increases then A is multiplied by 10 and the augmented normal equations are solved again, until
an increment is obtained that reduces the error. This is bound to happen, since for a large A\ the method
approaches a steepest descent.

5.4.2 Bundle adjustment

The observed points my,; being fixed, a specific residud ri; = D(mg;, f’kl\”fli)2 is only dependent on the
point i-th point and the k-th projection matrix. Thisresults in a very sparse matrix for the Jacobian. This
isillustrated in figure 5.6 for 3 views and 4 points. Because of the block structure of the Jacobian solving
the normal equationsJ " Jx = b have astructure as seen in figure 5.7. It is possible to write down explicit
formulasfor each block. Let usfirst introduce the following notation:

Oty | + Oty
U, = — ) — 5.16
K Z(apk) o5, (5.16)

i
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Figure5.7: Block structure of normal equations.

Oty | + Oty
V, = ~ - 5.17
Omy; |+ Oty
Wi = (—/—) — 5.18
K (6Pk) o8, (5.18)
Oty
«Py) = Z(%)Tem (5.19)
i k
Oomy,;
€M) = Z(a—P{)Tem (5.20)

i

with gf;fi and 28 matrices containing the partial derivatives from the coordinates of fi; to the parameters
k i

of P}, and M, respectively. In this case the normal equations can be rewritten as

[ V]3] )

where the matrices U, V, W, A(P), A(M), ¢(P) and ¢(M) are composed of the blocks defined previously.
Assuming V isinvertible both sides of equation 5.21 multiplied on the left with

I —-wv!
0 I

to obtain

U-WV W™ o } { A(P) ] _ { e(P) — WV le(t) (5.22)

' \% A(M) (M)
This can be separated in two groups of equations. Thefirst oneis

(U-WVT'WT)AP) =¢(P) - WV 'e(M) (5.23)
and can be used to solve for ¢(P). The solution can be substituted in the other group of eguations:
AM) =V (e(M) - WTA(P)) (5.24)

Note that due to the sparse block structure of V' itsinverse can be computed very efficiently.
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Step 1. Initialize the structure and motion recovery

step 1.1. Extract the features from the two first images.

step 1.2. Relate these two views by finding corner matches and computing the
two view geometry.

step 1.3. Set up theinitia frame.
step 1.4. Reconstruct the initial structure.

Step 2. For every additional view

step 2.1. Extract the features

step 2.2. Relate this view with the previous one by finding corner matches and
computing the two view geometry.

step 2.3. Compute the pose for the current view using a robust algorithm.
step 2.4. Refine the existing structure points.
step 2.5. (optional) For all preceding views which are “close”

2.5.1. Relate this view with the current view by finding corner matches and
computing the two view geometry.

2.5.2. Infer new matchesfromthe current view to the existing structure based
on the computed matches and add these to the list used in step 2.3.

Refine the pose for the current view using all the matches.
step 2.6. Initialize new structure points.

Step 3. Refine the computed structure and motion through bundle adjustment.

Table 5.1: Overview of the structure and motion algorithm.

The only computationally expensive step consist of solving equation 5.23. This is however much
smaller than the original problem. For 20 views and 2000 points the problem is reduced from solving 6000
unknowns concurrently to more or less 200 unknowns. To simplify the notationsthe normal equationswere
used in this presentation. It is however smple to extend this to the augmented normal equations.

55 Conclusion

In this section an overview of the algorithm to retrieve structure and motion from a sequence of imagesis
given. First a projective frame is initialized from the two first views. The projective camera matrices are
chosen so that they satisfy the computed fundamental matrix. The matched corners are reconstructed so
that an initial structure is obtained. The other views in the sequence are related to the existing structure
by matching them with their predecessor. Once this is done the structure is updated. Existing points are
refined and new points areinitialized. When the cameramation implies that points continuously disappear
and reappear it is interesting to relate an image to other “close” views. Once the structure and motion has
been retrieved for the whole sequence, the results can be refined through bundle adjustment. The whole
procedureisresumed in Table 5.1.
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Chapter 6

Salf-calibration

The reconstruction obtained as described in the previous chapters is only determined up to an arbitrary
projective transformation. This might be sufficient for some robotics or inspection applications, but cer-
tainly not for visualization. Therefore we need a method to upgrade the reconstruction to ametric one (i.e.
determined up to an arbitrary Euclidean transformation and a scale factor).

In general three types of constraints can be applied to achieve this: scene constraints, camera motion
constraints and constraints on the camera intrinsics. All of these have been tried separately or in con-
junction. In the case of a hand-held camera and an unknown scene only the last type of constraints can
be used. Reducing the ambiguity on the reconstruction by imposing restrictions on the intrinsic camera
parameters is termed self-calibration (in the area of computer vision). In recent years many researchers
have been working on this subject. Mostly self-calibration agorithms are concerned with unknown but
constant intrinsic camera parameters (see for example Faugeras et a. [45], Hartley [62], Pollefeysand Van
Gool [146, 148, 134], Heyden and Astrom [70] and Triggs[199]). Recently, the problem of self-calibration
in the case of varying intrinsic camera parameters was also studied (see Pollefeyset al. [145, 135, 131] and
Heyden and Astrom [71, 74]).

Many researchers proposed specific self-calibration algorithms for restricted motions (i.e. combining
camera motion constraints and camera intrinsics constraints). In several cases it turns out that simpler
algorithms can be obtained. However, the price to pay is that the ambiguity can often not be restricted to
metric. Someinteresting approacheswere proposed by Moonset al. [117] for puretrandation, Hartley [64]
for purerotationsand by Armstrong et al. [3] (see dso [41]) for planar motion.

Recently some methods were proposed to combine self-calibration with scene constraints. A spe-
cific combination was proposed in [147] to resolve a case with minimal information. Bondyfalat and
Bougnoux [13] proposed a method of elimination to impose the scene constraints. Liebowitz and Zisser-
man [100] on the other hand formulate both the scene constraints and the self-calibration constraints as
constraints on the absolute conic so that a combined approach is achieved.

Another important aspect of the self-calibration problemisthe problem of critical motion sequences. In
some cases the motion of the camerais not general enough to allow for self-calibration and an ambiguity
remains on the reconstruction. A first complete analysis for constant camera parameters was given by
Sturm [185]. Others have also worked on the subject (e.g. Pollefeys[131], Maet al. [106] and Kahl [80]).

6.1 Calibration

In this section some existing calibration approaches are briefly discussed. These can be based on Euclidean
or metric knowledge about the scene, the camera or its motion. One approach consists of first computing
a projective reconstruction and then upgrading it a posteriori to a metric (or Euclidean) reconstruction by
imposing some constraints. Thetraditional approacheshowever immediately go for ametric (or Euclidean)
reconstruction.
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6.1.1 Sceneknowledge

The knowledge of (relative) distances or angles in the scene can be used to obtain information about the
metric structure. One of the easiest means to calibrate the scene at a metric level is the knowledge of the
relative position of 5 or more pointsin general position. Assume the pointsM; are the metric coordinates of
the projectively reconstructed points;, then the transformation T which upgrades the reconstruction from
projective to metric can be obtained from the following equations

M; ~ TM; or \;M; = TN, (6.1)

which can be rewritten as linear equations by eliminating );. Boufamaet a. [14] investigated how some
Euclidean constraints could be imposed on an uncalibrated reconstruction. The constraints they dealt with
are known 3D points, points on a ground plane, vertical alignment and known distances between points.
Bondyfalat and Bougnhoux [13] recently proposed a method in which the constraints are first processed by
a geometric reasoning system so that a minimal representation of the scene is obtained. These constraints
can be incidence, parallelism and orthogonality. This minimal representation is then fed to a constrained
bundle adjustment.

Thetraditional approach taken by photogrammetrists[20, 56, 179, 57] consists of immediately impos-
ing the position of known control points during reconstruction. These methods use bundle adjustment [21]
which is a global minimization of the reprojection error. This can be expressed through the following
criterion:

Coundte = »_, >, (@1 = Pi(4))” + (v — Ps(M1))*) (6.2)

i=11el;

where I; isthe set of indices corresponding to the points seen in view i and P;(M;) describes the projection
of apoint M; with camera P; taking all distortions into account. Note that M; is known for control points
and unknown for other points. It is clear that this approach results in a huge minimization problem and
that, even if the special structure of the Jacobian is taken into account (in a similar way as was explained
in Section 5.4.2, it is computationally very expensive.

Calibration object Inthe case of a calibration object, the parameters of the camera are estimated using
an object with known geometry. The known calibration can then be used to obtain immediately metric
reconstructions.

Many approaches exist for this type of calibration. Most of these methods consist of a two step
procedure where a calibration is obtained first for a smplified (linear) model and then a more complex
model, taking distortionsinto account, is fitted to the measurements. The difference between the methods
mainly lies in the type of calibration object that is expected (e.g. planar or not) or the complexity of the
camera model that is used. Some existing techniques are Faugeras and Toscani [40], Weng, Cohen and
Herniou [215], Tsai [202, 203] (see & so the implementation by Willson [219]) and Lenz and Tsai [98].

6.1.2 Cameraknowledge

Knowledge about the cameracan al so be used to restrict the ambiguity on the reconstruction from projective
to metric or even beyond. Different parameters of the camera can be known. Both knowledge about the
extrinsic parameters (i.e. position and orientation) as the intrinsic parameters can be used for calibration.

Extrinsic parameters Knowing the relative position of the viewpointsis equivalent to knowing the rel-
ative position of 3D points. Therefore the relative position of 5 viewpoints in general position suffices
to obtain a metric reconstruction. This is the principle behind the omni-rig [175] recently proposed by
Shashua (a similar but more restricted application was described in Pollefeys et al. [150, 149]).

It isless obviousto deal with the orientation parameters, except when the intrinsic parameters are also
known (see below).
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Intrinsic parameters If theintrinsic cameraparameters are known it is possible to obtain a metric recon-
struction. E.g. this calibration can be obtained through off-line calibration with a calibration object. In the
minimal case of 2 views and 5 points multiple solutions can exist [46], but in general a unique solution is
easily found. Traditional structure from motion algorithms assume known intrinsic parameters and obtain
metric reconstructions out of it (e.g. [101, 201, 6, 27, 181, 189]).

Intrinsic and extrinsic parameters  When both intrinsic and extrinsic camera parametersare known, the
full cameraprojection matrix isdetermined. In this case a Euclidean reconstructionis obtained immediately
by back-projecting the points.

In the case of known relative position and orientation of the cameras, thefirst view can be aligned with
the world frame without loss of generdlity. If only the (relative) orientation and the intrinsic parameters
are known, thefirst 3 x 3 part of the camera projection matricesis known and it is till possibleto linearly
obtain the transformation which upgrades the projective reconstruction to metric.

6.2 Sdf-calibration

In this section some importants concepts for self-calibration are introduced. These are then used to briefly
describe some of the existing self-calibration methods.

6.2.1 A counting argument

To restrict the projective ambiguity (15 degrees of freedom) to a metric one (3 degrees of freedom for
rotation, 3 for trandation and 1 for scale), at least 8 constraints are needed. This thus determines the
minimum length of a sequence from which self-calibration can be obtained, depending on the type of
constraints which are available for each view. Knowing an intrinsic camera parameter for n views givesn
congtraints, fixing oneyields only n — 1 constraints.

n X (#known) + (n — 1) x (#fized) > 8

Of course this counting argument is only valid if all the constraints are independent. In this context critical
motion segquences are of special importance (see Section 6.2.5).

Therefore the absence of skew (1 constraint per view) should in general be enough to alow self-
calibration on a sequence of 8 or more images (this was shown in [144, 74, 131]). If in addition the
aspect ratio isknown (e.g. f. = f,) then 4 views should be sufficient. When the principal point is known
aswell apair of imagesis sufficient.

6.2.2 Geometric interpretation constraints

In this section a geometric interpretation of a camera projection matrix is given. It is seen that constraints
on the internal camera parameters can easily be given a geometric interpretation in space.

A camera projection plane defines a set of three planes. Thefirst oneis parallédl to the image and goes
through the center of projection. This plane can be obtained by back-projecting the line at infinity of the
image (i.e. [001]T). The two others respectively correspond to the back-projection of the image z- and
y-axis(i.e. [010] " and [100] " resp.). A line can be back-projected through equation (3.9):

I~PT1~ [ -tIT{R } K1 (6.3)

Let uslook at the relative orientation of these planes. Therefore the rotation and translation can be left out
without loss of generality (i.e. a camera centered representation is used). Let us then define the vectors v,
v, and v; asthefirst three coefficients of these planes. This then yields the following three vectors:

0 fz 0
vw:[fy],vy:[s],viZIOI (6.4)
Cy o 1



54 CHAPTER 6. SELF-CALIBRATION

The vectors coinciding with the direction of the z and the y axis can be obtained by intersections of these
planes:

fy s
l,=v,xv;=1] 0 andl, =vy, xv;=| —fs . (6.5
0 0

The following dot products can now be taken:
1,1y =sfy, vp.v; = cy and vy.v; = ¢, (6.6)

Equation (6.6) proves that the constraint for rectangular pixels (i.e. s = 0), and zero coordinates for the
principal point (i.e. ¢, = 0 and ¢, = 0) can &l be expressed in terms of orthogonality between vectors
in space. Note further that it is possible to pre-warp the image so that a known skew® or known principal
point parameters coincide with zero. Similarly aknown focal length or aspect ratio can be scaled to one.

The AC is also possible to give a geometric interpretation to a known focal length or aspect ratio. Put
aplane parallel with the image at distance d from the center of projection (i.e. Z = d in camera centered
coordinates). In this case a horizontal motion in the image of f,. pixelswill move the intersection point of
the line of sight over a distance d. In other words a known focal length is equivalent to knowing that the
length of two (typically orthogonal) vectors are equal. If the aspect ratio is defined as the ratio between
the horizontal and vertical sides of a pixel (which makes it independent of s), a sSimilar interpretation is
possible.

6.2.3 Theimage of the absolute conic

One of the most important concepts for self-calibration is the Absolute Conic (AC) and its projection in
the images (IAC) 2. Since it isinvariant under Euclidean transformations, its relative position to a moving
camerais constant. For constant intrinsic camera parametersitsimage will therefore also be constant. This
is similar to someone who has the impression that the moon is following him when driving on a straight
road. Note that the AC is more general, because it is not only invariant to translations but also to arbitrary
rotations.

It can be seen as a calibration object which is naturally present in al the scenes. Once the AC is
localized, it can be used to upgrade the reconstruction to metric. It is, however, not aways so simple to
find the AC in the reconstructed space. In some cases it is not possible to make the difference between the
true AC and other candidates. This problem will be discussed in the Section 6.2.5.

In practice the smplest way to represent the AC is through the Dual Absolute Quadric (DAQ). In this
case both the AC and its supporting plane, the plane at infinity, are expressed through one geometric entity.
The relationship between the AC and the IAC is easily obtained using the projection equation for the DAQ:

wi ~ PP (6.7)

with w} representing the dual of the IAC, * the DAQ and P; the projection matrix for view ¢. Figure 6.1
illustrates these concepts. For a Euclidean representation of the world the camera projection matrices
can be factorized as: P; = KR, [I|-t;] (with K; an upper triangular matrix containing the intrinsic
camera parameters, R, representing the orientation and t; the position) and the DAQ can be written as
0* = diag(1,1,1,0). Substituting thisin Equation (6.7), one obtains:

wi ~ KK/ (6.8)

Thisequation is very useful because it immediately relates the intrinsic camera parametersto the DIAC.

In the case of a projective representation of the world the DAQ will not be at its standard position, but
will have the following form: Q* = TQ%, T with T being the transformation from the metric to the
projective representation. But, since the images were obtained in a Euclidean world, the images w; still
satisfy Equation (6.8). If Q* isretrieved, it is possible to upgrade the geometry from projective to metric.

1in this case the skew should be given as an angle in the image plane. If the aspect ratio is also known, this corresponds to an
anglein theretinal plane (e.g. CCD-array).
2See Section 2.3.3 for details.
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G

Figure 6.1: The absolute conic (located in the plane at infinity) and its projection in the images

Figure 6.2: The Kruppa equations impose that the image of the absolute conic satisfies the epipolar con-
straint. In both images the epipolar lines corresponding to the two planes through C; and C; tangent to €2
must be tangent to the images w; and w;.

The IAC can also be transferred from one image to another through the homography of its supporting
plane (i.e. the plane at infinity):

wj ~HY T TwHY ™ orw) ~ HYw!HY ' (6.9)

Itisalso possibleto restrict this constraint to the epipolar geometry. In this case one obtainsthe Kruppa
equations[93] (see Figure 6.2):

eij] X KK ' [ey;]x ~ Fi KK F]; (6.10)

with F;; the fundamental matrix for views: and j and e;; the corresponding epipole. In thiscaseonly 2 (in
stead of 5) independent equations can be obtained [222]. In fact restricting the self-calibration constraints
to the epipolar geometry is equivalent to the elimination of the position of infinity from the equations. The
result is that some artificial degeneraciesare created (see[183]).

6.2.4 Sdf-calibration methods

In this section some self-calibration approaches are briefly discussed. Combining Equation (6.7) and (6.8)
one obtains the following equation:

KK/ ~P,Q*P/ (6.11)
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critical motiontype ambiguity

pure tranglation affine transformation (5DOF)

pure rotation3 arbitrary position for plane at infinity (3DOF)
orbital motion projective distortion along rotation axis (2DOF)
planar motion scaling axis perpendicular to plane (1DOF)

Table 6.1: Critical motion sequencesfor constant intrinsic parameters

Several methodsare based on thisequation. For constant intrinsic parameters Triggs[199] proposed to min-
imize the deviation from Equation (6.11). A similar approach was proposed by Heyden and Astrom [7Q].
Pollefeys and Van Gool [148] proposed a related approach based on the transfer equation (i.e. Equa
tion (6.9)) rather than the projection equation. These different approaches are very similar as was shown
in[148]. The more flexible self-calibration method which allows varying intrinsic camera parameters [ 135]
is also based on Equation (6.11).

The first self-calibration method was proposed by Faugeras et a. [45] based on the Kruppa equations
(Equation (6.10)). The approach was improved over the years [104, 222]. An interesting feature of this
self-calibration technique is that no consistent projective reconstruction must be available, only pairwise
epipolar calibration. This can be very useful is some cases where it is hard to relate all the images into
a single projective frame. The price paid for this advantage is that 3 of the 5 absolute conic transfer
equations are used to eliminate the dependence on the position of the plane at infinity. This explains
why this method performs poorly compared to others when a consistent projective reconstruction can be
obtained (see [134]).

When the homography of the plane at infinity HZY is known, then Equation (6.9) can be reduced to
aset of linear equations in the coefficients of w; or w; (this was proposed by Hartley [62]). Several self-
calibration approaches rely on this possibility. Some methods follow a stratified approach and obtain the
homographiesof the plane at infinity by first reaching an affine calibration, based an a pure trandation (see
Moonset al. [117]) or using the modulus constraint (see Pollefeyset al. [134]). Other methods are based on
pure rotations (see Hartley [64] for constant intrinsic parameters and de Agapito et al. [29] for azooming
camera).

6.2.5 Critical motion sequences

One noticed very soon that not all motion sequences are suited for self-calibration. Some obvious cases
are the restricted motions described in the previous section (i.e. pure trandation, pure rotation and planar
motion). However there are more motion sequences which do not lead to unique solutions for the self-
calibration problem. This meansthat at least two reconstructions are possible which satisfy all constraints
on the camera parameters for al the images of the sequence and which are not related by a similarity
transformation.

Several researchers realized this problem and mentioned some specific cases or did a partial analy-
sis of the problem [199, 222, 151]. Sturm [185, 186] provided a complete catalogue of critical motion
sequences (CMS) for constant intrinsic parameters. Additionally, he identified specific degeneracies for
some agorithms [183].

However it is very important to notice that the classes of CM S that exist depend on the constraints that
are enforced during self-calibration. The extremes being all parameters known, in which case aimost no
degeneraciesexist, and, no constraints at all, in which case all motion sequences are critical.

Intable 6.1 and 6.2 the most important critical motion sequencesfor self-calibration using the constraint
of constant -but unknown- intrinsics respectively intrinsics known up to a freely moving focal length are
listed. More details can be found in [131]. For self-calibration to be successful it is important that the
global mation over the sequenceis general enough so that it is not contained in any of the critical motion
seguence classes.

3In this case even a projective reconstruction isimpossible since all the lines of sight of a paint coincide.
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critical motion type ambiguity

pure rotation® arbitrary position for plane at infinity (S3DOF)
forward motion projective distortion along optical axis (2DOF)
trangdlation and scaling optical axis (1DOF)

rotation about optical axis
hyperbolic and/or elliptic motion  one extra solution

Table 6.2: Critical motion sequencesfor varying focal length
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Figure 6.3: Structure and motion before (top) and after (bottom) self-calibration.

6.3 Flexible saf-calibration

In the previous section several self-calibration methodswere briefly presented. | n this section we will work
out aflexible self-calibration approach (this method was proposed in [144], see dlso [135] or [131]). This
method can deal with varying intrinsic cameraparameters. Thisisimportant sinceit allowsthe use of zoom
and auto-focus available on most cameras.

The only assumption which is strictly needed by the method is that pixels are rectangular (see for a
proof [144, 131]). In practice however it is interesting to make more assumptions. In many cases pixels
are square and the principal point is located close to the center of the image. Our systems first uses a
linear method to obtain an approximate calibration. This calibration is then refined through a non-linear
optimization step in a second phase.

In Figure 6.3 theretrieved structure and motionis shown before (top) and after (bottom) self-calibration.
Note that metric properties such as orthogonality and parallelism can be observed after self-calibration.

6.3.1 Linear approach

To obtain alinear algorithm based on equation (6.7) linear constraints on the dual image absolute conic are
needed. The problem is that the constraints are given in terms of intrinsic camera parameters which are

“4No reconstruction possible.
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squared in w*:
. 2488+ sfytecy o
w*~KK' ~ | sfy+cc,  fltc ¢ (6.12)
Cy Cy 1

However, aknown principal point yields two independent linear constraints on w*. If the principal pointis
known then aknown skew also resultsin alinear constraint (i.e. by transforming the image so that the skew
vanishes). If these three constraints are available, then a known focal length or aspect ratio also resultsin
alinear congtraint. Even if some of these constraints are only roughly satisfied this can be sufficient to
provide a suitable initialization for the nonlinear method.

The set of constraints which is typically used for initialization consists of all intrinsics known but the
focal length. The constraints we impose simplify equation (6.7) as follows:

f~2 0 0 Ci C2 C3 (4
Ao 2 oo|=p | 2 B % T pT (6.13)
0 0 1 C3 Cg Cg Cog
C4y Cr C9 Cio0

with )\ an explicit scale factor. From the left-hand side of equation (6.13) it can be seen that the following
equations have to be satisfied:

Wi*(ll) _ wz(m), (6.14)
wi*(”) _ wi*(lz) — w;(%) -0 (6.15)
wi*m) _ wi*(Bl) — u1;5(32) -0 . (6.16)

with w;‘(’“” representing the element on row & and column ! of w}. Note that due to symmetry (6.15)
and (6.16) result in identical equations. These constraints can thus be imposed on the right-hand side,
yielding 4 independent linear constraintsin ¢;,7 = 1...10 for every image:

P piu)T - pPq- PF)T
oM P’ = 0
apMo P = g
2P0 P® = 0

with Pi('“) representing row k£ of P; and Q* parameterized as in (6.13). The rank 3 constraint can be
imposed by taking the closest rank 3 approximation (using SVD for example). This approach holds for
sequences of 3 or more images.

The special case of 2 images can also be dealt with, but with a dlightly different approach. When only
two views are avail able the solution is only determined up to a one parameter family of solutions Q% +~;.
Imposing the rank 3 constraint in this case should be done through the determinant:

det (2 +7Q5) =0 . (6.17)

This results in up to 4 possible solutions. The constraint that the squared parameters should be positive
can be used to eliminate some of these solutions. If more than one solution persists additional constraints
should be used. These can come from knowledge about the camera (e.g. constant focal length) or about the
scene (e.g. known angle).

Thelinear approach suffersfrom an additional critical motion sequence. Thisis caused by the fact that
the planarity of the DAQ is only imposed a posteriori (closest rank 3 approximation). If a point is kept
fixed at the center of theimage, all spheres-real or virtual- centered around that point will satisfy the linear
constraints.
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6.3.2 Non-linear approach

Equation (6.7) can be used to obtain the metric calibration from the projective one. The dua image abso-
lute conics w; should be parameterized in such a way that they enforce the constraints on the calibration
parameters. For the absolute dual quadric 2* a minimum parameterization (8 parameters) should be used.
This can be done by putting Q35 = 1 and by calculating 23, from the rank 3 constraint. The following
parameterization sati sfies these requirements:

T _ T
0 — { KK KK 7o ] (6.1

—rLKK' 1l KK 7y

Here 7, definesthe position of the plane at infinity I, = [ 1]T. In this case the transformation from
projectiveto metric is particularly simple:

K™ 0, } (6.19)

TPM:[ ! 1

o0

An approximate solution to these equations can be obtai ned through non-linear | east squares. Thefollowing
criterion should be minimized (with F(A) = ﬁF meaning that A is normalized to a Frobenius-norm of

one):

Cr(Ki, ) = Cr(Ki, K, 7o) = Y |[FKK]) = F(P,Q P[], . (6.20)
i=1

If one chooses Py = [I|0], equation (6.7) can be rewritten as follows:

. K K| ~K K7l
KT ~P.Q'P/ — 15 181 Moo
K, K; ~P;QiP,; withQ] = [ o K KT m K K T (6.21)
and the following criterion is obtained:
n
Cp(Ki,moo) = Y |F(KiK]) = F(P;Q;P] )|, - (6.22)
=2

Inthisway 5 of the 8 parameters of the absolute conic are eliminated at once, which simplifies convergence
issues. On the other hand this formulation implies a bias towards the first view since using this parame-
terization the equations for the first view are perfectly satisfied, whereas the noise has to be spread over
the equations for the other views. In the experiments it will be seen that this is not suitable for longer
sequences where in this case the present redundancy can not be used optimally. Thereforeit is proposed to
first use the smplified criterion of equation (6.22) and then to refine the results with the unbiased criterion
of equation (6.20).

To apply this self-calibration method to standard zooming/focusing cameras, some assumptions should
be made. It can safely be assumed that the pixels are rectangular. Often they are squares and for most
cameras the principal point can be assumed close to the center of the image. This leads to the following
parameterizationsfor K; (transform theimagesto have (0, 0) in the middle):

K; = fi cyi | OrK;= fi 0] . (6.23)
1 1

These parameterizations can be used in (6.20).

6.3.3 Maximum Likelihood approach

The calibration results could be refined even more through a Maximum Likelihood approach. Traditionally
several assumptions are made in this case. It is assumed that the error is only due to misocalization of
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the image features. Additionally, this error should be uniformly and normally distributed®. This means
that the proposed cameramodel is supposed to be perfectly satisfied. In these circumstances the maximum
likelihood estimation correspondsto the solution of aleast-squares problem. In this case a criterion of the
type of equation (6.2) should be minimized:

i PN P;sM
Cur (M, Ko, Riyty) =D Y (mi e T (VT l)?) (6.24)

=i PisM; PisM;

where I; is the set of indices corresponding to the points seen in view i and P; = [P/ [PLP[] T =
K;[R/|-R] t;]. Inthis equation K; should be parameterized so that the self-calibration constraints are
satisfied. The model could also be extended with parametersfor radial distortion.

Aninteresting extension of this approach would be to introduce some uncertainty on the applied camera
model and self-calibration constraints. Instead of having hard constraints on the intrinsic cameraparameters
imposed through the parameterization, one could impose soft constraints on these parameters through a
trade-off during the minimization process. Thiswould yield acriterion of the following form:

Cur (M, Ki, Ry t) = er'l:l Zleli ((l'll - ij;ﬂﬁ )2 + (Y — %)2) (6.25)
+ Z?:l Z?:l )\kai(Ki)Q

with \j, aregularizationfactor and Cy,; (K;) representing the constraints on the intrinsic cameraparameters,
e.9. C1i = fz; — fy; (Known aspect ratio), Cy; = u,; (known principal point) or f.; — f, (constant focal
length). The values of the factors A\, depend on how strongly the constraints should be enforced.

6.4 Conclusion

In this chapter we discussed how to restrict the projective ambiguity of the reconstruction to metric (i.e.
Euclidean up to scale). After abrief discussion of traditional calibration approaches, we focussed on the
problem of self-calibration. The general concepts were introduced and the most important methods briefly
presented. Then a flexible self-calibration approach that can deal with focusing/zooming cameras was
worked out in detail.

5Thisis aredlistic assumption since outliers should have been removed at this stage of the processing.
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Dense depth estimation

With the camera calibration given for al viewpoints of the sequence, we can proceed with methods de-
veloped for calibrated structure from motion algorithms. The feature tracking algorithm already delivers
a sparse surface model based on distinct feature points. This however is not sufficient to reconstruct ge-
ometrically correct and visually pleasing surface models. This task is accomplished by a dense disparity
matching that estimates correspondencesfrom the grey level images directly by exploiting additional geo-
metrical constraints.

This chapter isorganized asfollows. In afirst section an approach to solve the standard stereo matching
problem is presented. The next section on rectification discusses how any pair of images can be warped to
the standard stereo configuration. Finally amulti-view approachthat allowsto integrate the results obtained
from several pairsis presented.

7.1 Stereo matching

Stereo matching is a problem that has been studied over several decades in computer vision and many
researchers have worked at solving it. The proposed approaches can be broadly classified into feature-
and correlation-based approaches [37]. Some important feature based approaches were proposed by Marr
and Poggio [107], Grimson [55], Pollard, Mayhem and Frisby [130] (all relaxation based methods), Gim-
mel’ Farb [53] and Baker and Binford [ 7] and Ohta and Kanade [126] (using dynamic programming).

Successful correlation based approaches were for example proposed by Okutomi and Kanade [127]
or Cox et al.[26]. The latter was recently refined by Koch [86] and Falkenhagen [38, 39]. It is this last
algorithm that will be presented in this section. Another approach based on optical flow was proposed by
Proesmanset a. [159].

7.1.1 Exploiting scene constraints

The epipolar constraint restricts the search range for a corresponding point m;, in one image to the epipolar
linein the other image. 1t imposes no restrictions on the object geometry other that the reconstructed object
point M lays on the line of sight Ly, from the projection center of P, and through the corresponding point
my, asseenin Figure 7.1(left). The search for the corresponding point m; is restricted to the epipolar line but
no restrictions are imposed along the search line.

If we now think of the epipolar constraint as being a plane spanned by the line of sight L;, and the
baseline connecting the camera projection centers, then we will find the epipolar line by intersecting the
image plane I, with this epipolar plane.

This plane also intersects the image plane I, and it cuts a 3D profile out of the surface of the scene
objects. The profile projects onto the corresponding epipolar linesin I, and I; where it forms an ordered
set of neighboring correspondences, asindicated in Figure 7.1 (right).

For well behaved surfaces this ordering is preserved and delivers an additional constraint, known as
"ordering constraint’. Scene constraints like this can be applied by making weak assumptions about the

61
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Figure 7.1: Object profile triangulation from ordered neighboring correspondences (left). Rectification and
correspondence between viewpoints k and [ (right).

object geometry. In many real applications the observed objects will be opague and composed out of
piecewise continuous surfaces. If this restriction holds then additional constraints can be imposed on the
correspondence estimation. Koschan[92] listed as many as 12 different constraints for correspondence
estimation in stereo pairs. Of them, the most important apart from the epipolar constraint are:

1. Ordering Constraint: For opague surfaces the order of neighboring correspondences on the cor-
responding epipolar lines is aways preserved. This ordering allows the construction of a dynamic
programming scheme which is employed by many dense disparity estimation algorithms[53, 26, 39].

2. Uniqueness Constraint: The correspondence between any two corresponding points is bidirectional
as long as there is no occlusion in one of the images. A correspondence vector pointing from an
image point to its corresponding point in the other image always has a corresponding reverse vector
pointing back. Thistest is used to detect outliers and occlusions.

3. Disparity Limit: The search band is restricted along the epipolar line because the observed scene has
only alimited depth range (see Figure 7.1, right).

4. Disparity continuity constraint: The disparities of the correspondences vary mostly continuously
and step edges occur only at surface discontinuities. This constraint relates to the assumption of
piecewise continuoussurfaces. It providesmeansto further restrict the search range. For neighboring
image pixels along the epipolar line one can even impose an upper bound on the possible disparity
change. Disparity changes above the bound indicate a surface discontinuity.

All above mentioned constraints operate along the epipolar lines which may have an arbitrary orien-
tation in the image planes. The matching procedure is greatly simplified if the image pair is rectified to a
standard geometry. How this can be achieved for an arbitrary image pair is explained in the Section 7.2.2.
In standard geometry both image planes are coplanar and the epipol es are projected to infinity. Therectified
image planes are oriented such that the epipolar lines coincide with the image scan lines. This corresponds
to a camera trandated in the direction of the z-axis of the image. An exampleis shownin figure 7.2. In
this case the image displacements between the two images or disparities are purely horizontal.

7.1.2 Constrained matching

For dense correspondence matching a disparity estimator based on the dynamic programming scheme of
Cox et al. [26], is employed that incorporates the above mentioned constraints. It operates on rectified
image pairs where the epipolar lines coincide with image scan lines. The matcher searches at each pixel
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Figure 7.2: Standard stereo setup

in image I} for maximum normalized cross correlation in I¥ by shifting a small measurement window
(kernel size 5x5 or 7x7) aong the corresponding scan line. The selected search step size AD (usually
1 pixel) determines the search resolution and the minimum and maximum disparity values determine the
search region. Thisisillustrated in Figure 7.3.

Matching ambiguities are resolved by exploiting the ordering constraint in the dynamic programming
approach [86]. The algorithm was further adapted to employ extended neighborhood relationships and a
pyramidal estimation scheme to reliably deal with very large disparity ranges of over 50% of the image
size[39]. The estimate is stored in adisparity map D, ;) with one of the following values:

—avalid correspondencenf = Dy ;) [m},],
— an undetected search failure which leads to an outlier,
— adetected search failure with no correspondence.

A confidence value is kept together with the correspondence that tells if a correspondence is valid
and how good it is. The confidence is derived from the local image variance and the maximum cross
correlation[90]. To further reduce measurement outliers the uniqueness constraint is employed by estimat-
ing correspondencesbidirectionaly D(k — 1), D(I — k). Only the consistent correspondenceswith

|D(k — 1) — D(I — k)| < AD arekept as valid correspondences.

7.2 Image pair rectification

The stereo matching problem can be solved much more efficiently if images arerectified. Thisstep consists
of transforming the images so that the epipolar lines are aligned horizontally. In this case stereo match-
ing agorithms can easily take advantage of the epipolar constraint and reduce the search space to one
dimension (i.e. corresponding rows of the rectified images).

Thetraditional rectification scheme consists of transforming the image planes so that the corresponding
space planes are coinciding [5]. There exist many variants of this traditional approach (e.g. [5, 42, 128,
227)), it was even implemented in hardware [25]. This approach fails when the epipoles are located in the
images since thiswould have to results in infinitely large images. Even when thisis not the case the image
can till become very large (i.e. if the epipoleis close to the image).

Roy et al. [163] proposed a method to avoid this problem, but their approach is relatively complex and
shows some problems. Recently Pollefeyset a. [136] proposed a simple method which guarantees minimal
image size and worksfor all possible configuration. This method will be presented in detail further on, but
first the standard planar rectification is briefly discussed.
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Figure 7.3: Cross-correlation for two corresponding epipolar lines (light means high cross-correlation). A
dynamic programming approach is used to estimate the optimal path.
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Figure 7.4: Planar rectification: (I%, I¥) are the rectified images for the pair (I, 1;) (the plane I should
be parallel to the baseline (P, P;)).

7.2.1 Planar rectification

The standard rectification approach is relatively simple. It consists of selecting a plane paralldl with the
baseline. The two image are then reprojected into this plane. Thisisillustrated in Figure 7.4. These new
images satisfy the standard stereo setup. The different methods for rectification mainly differ in how the
remaining degrees of freedom are chosen. In the calibrated case one can choose the distance from the plane
to the baseline so that no pixels are compressed during the warping from the images to the rectified images
and the normal on the plane can be chosen in the middle of the two epipolar planes containing the optical
axes. Inthe uncalibrated case the choiceisless obvious. Several approacheswere proposed (e.g. [42, 227]).

7.2.2 Polar rectification

Here we present a simple algorithm for rectification which can deal with al possible camera geometries.
Only the oriented fundamental matrix is required. All transformations are done in the images. The image
sizeisas small as can be achieved without compressing parts of theimages. Thisis achieved by preserving
the length of the epipolar lines and by determining the width independently for every half epipolar line.

For traditional stereo applications the limitations of standard rectification algorithms are not so impor-
tant. The main component of cameradisplacement is parallel to theimagesfor classical stereo setups. The
limited vergence keeps the epipoles far from the images. New approaches in uncalibrated structure and
motion as presented in this text however make it possible to retrieve 3D models of scenes acquired with
hand-held cameras. In this case forward motion can no longer be excluded. Especially when a street or a
similar kind of sceneis considered.

Epipolar geometry

The epipolar geometry describes the relations that exist between two images. The epipolar geometry is
described by the following equation:

n' Fn=0 (7.2)
wherem andm’ are homogeneous representations of corresponding image points and F is the fundamental
matrix. This matrix has rank two, the right and left null-space correspond to the epipoles e and e’ which
are common to all epipolar lines. The epipolar line corresponding to a point m is given by 1’ ~ Fm with
~ meaning equality up to anon-zero scale factor (astrictly positive scale factor when oriented geometry is
used, see further).
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Figure 7.5: Epipolar geometry with the epipolesin theimages. Notethat the matching ambiguity isreduced
to half epipolar lines.

Epipolar linetransfer The transfer of corresponding epipolar lines is described by the following equa-
tions:
1’~H "1or1~H"1 (7.2)

with H a homography for an arbitrary plane. As seen in [103] avalid homography can be obtained imme-
diately from the fundamental matrix:
H=[¢],F +ea’ (7.3)

with a a random vector for which detH # 0 so that H isinvertible. If one disposes of camera projection
matrices an alternative homography is easily obtained as:

T
H T = (P’T) pT (7.4)
where  indicates the Moore-Penrose pseudo inverse.

Orienting epipolar lines The epipolar lines can be oriented such that the matching ambiguity is reduced
to half epipolar linesinstead of full epipolar lines. Thisisimportant when the epipoleisin theimage. This
fact wasignored in the approach of Roy et al. [163].

Figure 7.5 illustrates this concept. Points located in the right halves of the epipolar planes will be
projected on the right part of the image planes and depending on the orientation of the image in this plane
thiswill correspond to the right or to the I€eft part of the epipolar lines. These concepts are explained more
in detail in the work of Laveau [95] on oriented projective geometry (see also [61]).

In practice this orientation can be obtained as follows. Besides the epipolar geometry one point match
is needed (note that 7 or more matches were needed anyway to determine the epipolar geometry). An
oriented epipolar line 1 separates the image plane into a positive and a negative region:

fi(m) =1 Tmwithm = [y 1]T (7.5)

Note that in this case the ambiguity on 1 is restricted to a gtrictly positive scale factor. For a pair of
matching points (m,m’) both f;(m) and f1,(m") should have the same sign . Since 1’ is obtained from 1
through equation (7.2), this allows to determine the sign of H. Once this sign has been determined the
epipolar line transfer is oriented. We take the convention that the positive side of the epipolar line has the
positiveregion of theimageto itsright. Thisisclarified in Figure 7.6.
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Figure 7.7: the extreme epipolar lines can easily be determined depending on the location of the epipolein
one of the 9 regions. The image cornersare givenby a, b, c, d.

Rectification method

Thekey idea of our new rectification method consists of reparameterizing the image with polar coordinates
(around the epipoles). Since the ambiguity can be reduced to half epipolar lines only positive longitudinal
coordinates have to be taken into account. The corresponding half epipolar lines are determined through
equation (7.2) taking orientation into account.

Thefirst step consists of determining the common region for bothimages. Then, starting from one of the
extreme epipolar lines, the rectified imageis built up line by line. If the epipoleisin theimage an arbitrary
epipolar line can be chosen as starting point. In this case boundary effects can be avoided by adding an
overlap of the size of the matching window of the stereo algorithm (i.e. use more than 360 degrees). The
distance between consecutive epipolar linesis determined independently for every half epipolar line so that
no pixel compression occurs. This non-linear warping allows to obtain the minimal achievableimage size
without losing image information.

The different steps of this methods are described more in detail in the following paragraphs.

Determining the common region  Before determining the common epipolar lines the extremal epipolar
lines for a single image should be determined. These are the epipolar lines that touch the outer image
corners. The different regionsfor the position of the epipole are given in Figure 7.7. The extremal epipolar
lines always pass through corners of theimage (e.g. if the epipole e isin region 1 the area between eb and
ed). The extreme epipolar lines from the second image can be obtained through the same procedure. They
should then be transfered to the first image. The common region is then easily determined asin Figure 7.8

Determining the distance between epipolar lines To avoid losing pixel information the area of every
pixel should be at |east preserved when transformed to the rectified image. The worst case pixel is aways
located on the image border opposite to the epipole. A smple procedure to compute this step is depicted
in Figure 7.9. The same procedure can be carried out in the other image. In this case the obtained epipolar
line should be transferred back to the first image. The minimum of both displacementsis carried out.

Constructing therectified image The rectified images are built up row by row. Each row corresponds
to a certain angular sector. The length along the epipolar line is preserved. Figure 7.10 clarifies these
concepts. The coordinates of every epipolar line are saved in alist for later reference (i.e. transformation
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Figure 7.8: Determination of the common region. The extreme epipolar lines are used to determine the
maximum angle.

.
il 1
]
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Figure 7.9: Determining the minimum distance between two consecutive epipolar lines. On the left a
whole image is shown, on the right a magnification of the area around point b; is given. To avoid pixel
loss the distance |a’c’| should be at least one pixel. This minimal distanceis easily obtained by using the
congruenceof thetrianglesabc and a’v’c’. Thenew point b iseasily obtained from the previous by moving

bl nixels (down in this case).

Jac|

back to original images). The distance of the first and the last pixels are remembered for every epipolar
line. Thisinformation allows a simple inverse transformation through the constructed look-up table.

Note that an upper bound for the image size is easily obtained. The height is bound by the contour
of theimage 2 x (W + H). The width is bound by the diagonal W2 + H2. Note that the image size
is uniquely determined with our procedure and that it is the minimum that can be achieved without pixel
compression.

Transferring information back Information about a specific point in the original image can be obtained
as follows. The information for the corresponding epipolar line can be looked up from the table. The
distance to the epipol e should be computed and subtracted from the distance for the first pixel of the image
row. Theimage values can easily be interpolated for higher accuracy.

To warp back a complete image a more efficient procedure than a pixel-by-pixel warping can be de-
signed. The image can be reconstructed radially (i.e. radar like). All the pixels between two epipolar lines
can then be filled in at once from the information that is available for these epipolar lines. This avoids

T [ emax
max X B L
"min r
ABi A
y r
min — ‘ : ‘ ‘ Omin
Tmax Tmin

Figure 7.10: Theimage s transformed from (x,y)-spaceto (r,6)-space. Note that the §-axisis non-uniform
so that every epipolar line has an optimal width (thiswidth is determined over the two images).



7.2. IMAGE PAIR RECTIFICATION 69

Figure 7.11: Image pair from an Arenberg castle in Leuven scene.

Figure 7.12: Rectified image pair for both methods: standard homography based method (top), new method
(bottom).

multiple look-upsin the table. More details on digital image warping can be found in [221].

7.2.3 Examples

As an example a rectified image pair from the Arenberg castle is shown for both the standard rectification
and the new approach. Figure 7.11 showsthe original image pair and Figure 7.12 shows the rectified image
pair for both methods.

A second example shows that the method works properly when the epipoleisin theimage. Figure7.13
shows the two origina images while Figure 7.14 shows the two rectified images. In this case the standard
rectification procedure can not deliver rectified images.

A stereo matching algorithm was used on this image pair to compute the disparities. The raw and
interpolated disparity maps can be seen in Figure 7.15. Figure 7.16 shows the depth map that was obtained.
Note from these images that there is an important depth uncertainty around the epipole. In fact the epipole
forms a singularity for the depth estimation. In the depth map of Figure 7.16 an artifact can be seen
around the position of the epipole. The extend is much longer in one specific direction due to the matching
ambiguity in this direction (see the original image or the middle-right part of the rectified image).
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Figure 7.13: Image pair of the author’s desk a few days before a deadline. The epipoleisindicated by a
white dot (top-right of Y’ in’VOLLEYBALL’).

7.3 Multi-view stereo

The pairwise disparity estimation allows to compute image to image correspondences between adjacent
rectified image pairs, and independent depth estimates for each camera viewpoint. An optimal joint esti-
mate will be achieved by fusing all independent estimates into a common 3D model. The fusion can be
performed in an economical way through controlled correspondence linking as described in this section.
The approach utilizes a flexible multi-viewpoint scheme by combining the advantages of small baseline
and wide baseline stereo.

As small baseline stereo we define viewpoints where the baseline is much smaller than the observed
average scene depth. This configuration is usualy valid for image sequences were the images are taken as
a spatial sequence from many dightly varying view-points. The advantages (+) and disadvantages (-) are

+ easy correspondence estimation, since the views are similar,

+ small regions of viewpoint related occlusionst,

—small triangulation angle, hence large depth uncertainty.

Thewide baseline stereo in contrast is used mostly with still image photographs of a scene where few
images are taken from avery different viewpoint. Here the depth resolution is superior but correspondence
and occlusion problems appear:

— hard correspondence estimation, since the views are not similar,

—large regions of viewpoint related occlusions,

+ big triangulation angle, hence high depth accuracy.

The multi-viewpoint linking combines the virtues of both approaches. In addition it will produce
denser depth maps than either of the other techniques, and allows additional features for depth and texture
fusion. Advantages are:

+ very dense depth maps for each viewpoint,

+ no viewpoint dependent occlusions,

+ highest depth resolution through viewpoint fusion,

+ texture enhancement (mean texture, highlight removal, super-resolution texture).

7.3.1 Correspondence Linking Algorithm

The correspondence linking is described in this section. It concatenates corresponding image points over
multiple viewpoints by correspondence tracking over adjacent image pairs. This of course implies that
the individually measured pair matches are accurate. To account for outliers in pair matches, some ro-
bust control strategies need to be employed to check the validity of the correspondence linking. Consider
an image sequence taken from k£ = [1, N] viewpoints. Assume that the sequence is taken by a camera
moving sideways while keeping the object in view. For any view point k let us consider the image triple
[Tr—1, 1, Ix+1]. Theimage pairs (I.—1, 1) and (I, I;41) form two stereoscopic image pairs with cor-
respondence estimates as described above. We have now defined 3 representations of image and camera
matrices for each viewpoint: the original image I, and projection matrix Py, their transformed versions

1As view point related occlusions we consider those parts of the object that are visible in one image only, due to object self-
occlusion.
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Figure 7.14: Rectified pair of images of the desk. It can be verified visually that corresponding points are
located on corresponding image rows. The right side of the images correspondsto the epipole.

I, P~ rectified towards view point k — 1 with transformation R} ! and the transformed I} 1, P+
rectified towards viewpoint £ + 1 with mapping Ri“ . The Disparity map D, —1) holds the downward
correspondences from 1',;-1 to I¥ | while the map D1, 1+1) contains the upward correspondences from
Iﬁ“ to I +1- We can now create two chains of correspondence links for an image point my,, one up and
one down the image index k.

Upwards linking: My = (R113+1)71D(k,k+1)[RZHmk]
Downwardslinking: my_; = (Rg_l)*lp(m_l)[Rlzflmk]

Thislinking processisrepeated along the image sequenceto create achain of correspondencesupwards
and downwards. Every correspondence link requires 2 mappings and 1 disparity lookup. Throughout
the sequence of N images, 2(IN — 1) disparity maps are computed. The multi-viewpoint linking is then
performed efficiently viafast lookup functions on the pre-computed estimates.

Due to the rectification mapping transformed image point will normally not fall on integer pixel co-
ordinates in the rectified image. The lookup of an image disparity in the disparity map D will therefore
require an interpolation function. Since disparity maps for piecewise continuous surfaces have a spatially
low frequency content, a bilinear interpolation between pixels suffices.

Occlusions and visibility

In atriangulation sensor with two viewpoints k& and [ two types of occlusion occur. If parts of the object are
hidden in both viewpoints due to object self-occlusion, then we speak of object occlusionswhich cannot be
resolved from this viewpoint. If asurfaceregionisvisibleinviewpoint £ but not in, we speak of ashadow
occlusion. The regions have a shadow-like appearance of undefined disparity values since the occlusions
at view [ cast a shadow on the object as seen from view k. Shadow occlusions are in fact detected by the
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Figure 7.15: Raw and interpolated disparity estimates for the far image of the desk image pair.

Figure 7.16: Depth map for the far image of the desk image pair.

unigueness constraint discussed in section 7.1. A solution to avoid shadow occlusions is to incorporate
a symmetrical multi-viewpoint matcher as proposed in this contribution. Points that are shadowed in the
(right) view k£ + 1 are normally visible in the (left) view & — 1 and vice versa. The exploitation of up-
and down-links will resolve for most of the shadow occlusions. A helpful measure in this context is the
visibility V that defines for a pixel in view k& the maximum number of possible correspondencesin the
sequence. V' = 1 iscaused by a shadow occlusion, V' >= 2 alows a depth estimate.

Depth estimation and outlier detection

Care must be taken to exclude invalid disparity values or outliers from the chain. If an invalid disparity
valueis encountered, the chain isterminated immediately. Outliers are detected by controlling the statistics
of the depth estimate computed from the correspondences. Inliers will update the depth estimate using a
1-D Kaman filter.

Depth and uncertainty Assume a 3D surface point M that is projected onto its corresponding image
pointsm; = PyM,m; = P;M. The inverse process holds for triangulating M from the corresponding point
pair (my,m;). We can in fact exploit the calibrated camera geometry and express the 3D point M as a depth



7.3. MULTI-VIEW STEREO 73

Pk-l Fl><+1
Downward linking =-—~ upward linking

i

Pk . P

Figure 7.17: Depth fusion and uncertainty reduction from correspondence linking (left). Detection of
correspondence outliers by depth interval testing (right).

value dy along theknown line of sight L, that extendsfrom the camera projection center through theimage
correspondencem,. Triangulation computesthe depth asthelength of L,, connecting the cameraprojection
center and the locus of minimum distance between the corresponding lines of sight. The triangulation is
computed for each image point and stored in a dense depth map associated with the viewpoint.

The depth for each reference image point x;, isimproved by the correspondence linking that delivers
two lists of image correspondencesrelative to the reference, one linking down from £ — 1 and one linking
up from £ — N. For each valid corresponding point pair (m;,m;) we can triangulate a consistent depth
estimate d(mg,m;) aong Ly, with e; representing the depth uncertainty. Figure 7.17(left) visualizes the
decreasing uncertainty interval during linking. While the disparity measurement resolution AD in the
image is kept constant (at 1 pixel), the reprojected depth error e; decreases with the baseline.

Outlier detection and inlier fusion As measurement noise we assume a contaminated Gaussian distri-
bution with a main pesk within asmall interval (of 1 pixel) and a small percentage of outliers. Inlier noise
is caused by the limited resolution of the disparity matcher and by the interpolation artifacts. Outliers are
undetected correspondence failures and may be arbitrarily large. As threshold to detect the outliers we
utilize the depth uncertainty interval e,. The detection of an outlier at k£ terminates the linking at & — 1.
All depth values [dy,, dk+1, ..., di—1] aeinlier depth values that fall within the uncertainty interval around
the mean depth estimate. They are fused by a simple 1-D kalman filter to obtain an optimal mean depth
estimate.

Figure 7.17(right) explains the outlier selection and link termination for the up-link. The outlier detec-
tion scheme is not optimal since it relies on the position of the outlier in the chain. Valid correspondences
behind the outlier are not considered anymore. It will, however, always be as good as a single estimate and
in general superior to it. In addition, since we process bidirectionally up- and down-link, we always have
two correspondence chains to fuse which allows for one outlier per chain.

7.3.2 Someresults

In this section the performance of the algorithmistested on the two outdoor sequences Castle and Fountain.

Castle sequence The Castle sequence consists of images of 720x576 pixel resolution taken with a stan-
dard semi-professional camcorder that was moved freely in front of a building. The quantitative perfor-
mance of correspondence linking can be tested in different ways. One measure already mentioned is the
visibility of an object point. In connection with correspondence linking, we have defined visibility V' as
the number of viewslinked to the reference view. Another important feature of the algorithm is the density
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Figure 7.18: Statistics of the castle sequence. Influence of sequence length N on visibility V' and relative
depth error E. (left) Influence of minimum visibility V,,,;, on fill rate F" and depth error E for N = 11
(center). Depth map (above: dark=near, light=far) and error map (below: dark=large error, light=small
error) for N = 11 and V,,,;,, = 3 (right).

and accuracy of the depth maps. To describe its improvement over the 2-view estimator, we define the fill
rate F' and the average relative depth error E as additional measures.

Visibility V[views]:  average number of viewslinked to the referenceimage.
. ) Number of valid pixels
Fill Rate F[7%]: Total number of pixels
Depth error E[%]:  standard deviation of relative depth error e, for al valid pixels.

The 2-view disparity estimator is a special case of the proposed linking algorithm, hence both can
be compared on an equal basis. The 2-view estimator operates on the image pair (k, k + 1) only, while
the multi-view estimator operateson asequencel < k < N with N >= 3. The above defined statistical
measureswere computed for different sequencelengths N. Figure 7.18 displaysvisibility and rel ative depth
error for sequences from 2 to 15 images, chosen symmetrically around the reference image. The average
visibility V' shows that for up to 5 images nearly all views are utilized. For 15 images, at average 9 images
are linked. The amount of linking is reflected in the relative depth error that drops from 5% in the 2 view
estimator to about 1.2% for 15 images.

Linking two views is the minimum case that allows triangulation. To increase the reliability of the
estimates, a surface point should occur in more than two images. We can therefore impose a minimum
visibility V;,,;», on a depth estimate. This will reject unreliable depth estimates effectively, but will also
reduce thefill rate of the depth map.

The graphs in figure 7.18(center) show the dependency of the fill rate and depth error on minimum
visibility for N=11. Thefill rate drops from 92% to about 70%, but at the same time the depth error is
reduced to 0.5% due to outlier rgjection. The depth map and the relative error distribution over the depth
map is displayed in Figure 7.18(right). The error distribution shows a periodic structure that in fact reflects
the quantization uncertainty of the disparity resolution when it switches from one disparity value to the
next.

Fountain sequence The Fountain sequence consists of 5 images of the back wall of the Upper Agora at
the archaeological site of Sagalassosin Turkey, taken with a digital camerawith 573x764 pixel resolution.
It shows a concavity in which once a statue was situated.

The performance characteristics are displayed in the table 7.1. The fill rate is high and the relative
error is rather low because of afairly wide baseline between views. Thisis reflected in the high geometric
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N[view] | V{[views] F[%] E[%)]
2 2 89.8728 | 0.294403
3 2.85478 96.7405 | 0.208367
5 4.23782 96.4774 | 0.121955

Table 7.1: Statistics of the fountain sequencefor visibility V, fill rate F' and depth error E.

quality of depth the map and the reconstruction. Figure 7.19 shows from left to right images 1 and 3 of
the sequence, the depth map as computed with the 2-view estimator, and the depth map when using all 5
images. The white (undefined) regions in the 2-view depth map are due to shadow occlusions which are
almost completely removed in the 5-view depth map. Thisisreflected in thefill rate that increases from 89
to 96%. It should be noted that for this sequence a very large search range of 400 pixels was used, which
is over 70% of the image width. Despite this large search range only few matching errors occurred.

7.4 Conclusion

In this chapter we presented a scheme that computes dense and accurate depth maps based on the sequence
linking of pairwise estimated disparity maps. First a matching algorithm was presented which computes
corresponding pointsfor an image pair in standard stereo configuration. Then it was explained how images
can berectified so that any pair of images can be brought to this configuration. Finally amulti-view linking
approach was presented which allows to combine the results to obtain more accurate and dense depth maps.
The performance analysis showed that very dense depth maps with fill rates of over 90 % and a relative
depth error of 0.1% can be measured with off-the-shelf cameras even in unrestricted outdoor environments
such as an archaeological site.
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Figure 7.19: First and last image of fountain sequence (left). Depth maps from the 2-view and the 5-view
estimator (from left to right) showing the very dense depth maps (right).



Chapter 8

Modeling

In the previous chapters we have seen how the information needed to build a 3D model could automatically
be obtained from images. This chapter explains how this information can be combined to build realistic
representations of the scene. It is not only possible to generate a surface model or volumetric model easily,
but al the necessary information is available to build plenoptic models or even construct an augmented
reality system. These different caseswill now be discussed in more detail.

8.1 Surface mode

The 3D surface is approximated by a triangular mesh to reduce geometric complexity and to tailor the
model to the requirements of computer graphics visualization systems. A simple approach consists of
overlaying a 2D triangular mesh on top of the image and then build a corresponding 3D mesh by placing
the vertices of the triangles in 3D space according to the values found in the depth map. To reduce noise
it is recommended to first smooth the depth image (the kernel can be chosen of the same size as the mesh
triangles). Theimage itself can be used as texture map (the texture coordinates are trivially obtained as the
2D coordinates of the vertices).

It can happen that for some vertices no depth value is available or that the confidence is too low (see
Section 7.1.2). In these cases the corresponding triangles are not reconstructed. The same happens when
triangles are placed over discontinuities. This is achieved by selecting a maximum angle between the
normal of atriangle and the line of sight through its center (e.g. 85 degrees).

This simple approach works very well on the depth maps obtained after multi-view linking. On simple
stereo depth mapsiit is recommended to use a more advanced technique described in [90]. In this case the
boundaries of the objects to be modeled are computed through depth segmentation. In afirst step, an object
is defined as a connected region in space. Simple morphological filtering removes spurious and very small
regions. Then a bounded thin plate model is employed with a second order spline to smooth the surface
and to interpolate small surface gapsin regionsthat could not be measured.

The surface reconstruction approach is illustrated in Figure 8.1. The obtained 3D surface model is
shown in Figure 8.2 with shading and with texture. Note that this surface model is reconstructed from the
viewpoint of areferenceimage. If the whole scene can not be seen from oneimage, it it necessary to apply
atechniqueto fuse different surfaces together (e.g. [205]).

8.1.1 Texture enhancement

The correspondence linking builds a controlled chain of correspondences that can be used for texture en-
hancement as well. At each reference pixel one may collect a sorted list of image color values from the
corresponding image positions. This alowsto enhance the original texture in many ways by accessing the
color statistics. Some featuresthat are derived naturally from the linking algorithm are:

1. Highlight and reflection removal: A median or robust mean of the corresponding texture valuesis
computed to discard imaging artifacts like sensor noise, specular reflections and highlights[125].

77
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Figure 8.1: Surface reconstruction approach: A triangular mesh (left) is overlaid on top of the image
(middle). The vertices are back-projected in space according to the value found in the depth map (right).

Figure 8.2: 3D surface model obtained automatically from an uncalibrated image sequence, shaded (left),
textured (right).
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Figure 8.3: close-up view (l€ft), 4x zoomed original region (top-right), generation of median-filtered super-
resolution texture (bottom-right).

2. Super-resolution texture: The correspondence linking is not restricted to pixel-resolution, since
each sub-pixel-position in the reference image can be used to start a correspondence chain. The cor-
respondence values are queried from the disparity map through interpolation. The object is viewed
by many cameras of limited pixel resolution, but each image pixel grid will in general be dightly
displaced. This can be exploited to create super-resolution texture by fusing all images on a finer
resampling grid[77].

3. Best view selection for highest textureresolution: For each surface region around apixel theimage
which hasthe highest possible textureresolution is sel ected, based on the object distance and viewing
angle. The composite image takes the highest possible resolution from all imagesinto account.

An example of highlight removal is shown in Figure 8.3.

8.2 Volumetric moded

The data computed as described in the previous chapters allows to generate volumetric models as well.
Here arelatively simple approach is described. Other approaches have been described in the literature and
could be applied aswell (e.g. [28]).

The approach works with avoxel space which encloses the 3D scene. For every depth map the voxels
are segmented in three categories: between the camera and the surface (A), behind the surface (B) and not
seen (C). Thisisillustrated in Figure 8.4. Once all depth maps have been considered, the voxels which
have been seen at least T4 times between the camera and the surface are labeled A. From the remaining
voxels the ones that have been seen at least T's times behind the surface are labeled B. The other voxels
are labeled C. T4 and T'g are thresholds which can for example be set to 1 or 2. The B voxels form the
volume. Thefinal volume can be cleaned up by an erosion scheme that eliminates isolated voxels.

If the goal is to create a surface from the volume it is proposed to use a modified marching cubes
algorithm. In this case only the interface between regions A and B should be triangulated. Some results
obtained on the castle sequence are shown in Figure 8.5.

Placing atexture on this surface model is not as easy asin Section 8.1. All triangles are not necessarily
seen in a specific view. We have worked out an approach which determinesfor each triangle which image
should be used as texture. This decision is based on the projected area of the triangle in the images and on
thevisibility. Determining the visibility is not asimpletask and could take along time if it were performed
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Figure 8.4: Segmentation of voxelsin three categoriesfor every depth map.

Figure 8.5: Surface obtained through volumetric approach
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Figure 8.7: Textured surface model obtained through volumetric approach.

in software. However, thistask is done by the graphics hardware when rendering anew view. The visibility
is determined based on aview where every triangleis labeled with a different color. If the correct color is
seen at the position where the triangle projectsin theimage, it meansthat the triangleis visible. Two label
images are shown in Figure 8.6 The resulting 3D surface model is shown in Figure 8.7.

8.3 Plenoptic model

In this section our goal isto create a plenoptic model from a scene to render new views interactively. Our
approach has been presented in a number of consecutive papers [85, 84, 69]. For rendering new views
two major concepts are known in literature. The first one is the geometry based concept. The scene
geometry is reconstructed from a stream of images and a single texture is synthesized which is mapped
onto this geometry. For this approach, a limited set of camera views is sufficient, but specular effects
can not be handled appropriately. This approach has been discussed extensively in this text. The second
major concept is image-based rendering. This approach models the scene as a collection of views all
around the scene without an exact geometrical representation [99]. New (virtual) views are rendered from
the recorded ones by interpolation in real-time. Optionally approximate geometrical information can be
used to improve the results [54]. Here we concentrate on this second approach. Up to now, the known
scene representation has a fixed regular structure. If the source is an image stream taken with a hand-held
camera, this regular structure has to be resampled. Our goal is to use the recorded images themselve as
scene representation and to directly render new views from them. Geometrical information is considered
as far as it is known and as detailed as the time for rendering allows. The approach is designed such,
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that the operations consist of projective mappings only which can efficiently be performed by the graphics
hardware. For each of these scene modeling techniques the camera parameters for the original views are
supposed to be known. We retrieve them by applying known structure and motion techniques as described
in the previous chapters. Local depth maps are calculated applying stereo techniques on rectified image
pairs as previously explained.

8.3.1 structure and motion

To do a dense plenoptic modeling as described below, we need many views from a scene from many
directions. For this, we can record an extended image sequence moving the camerain a zigzag like manner.
The camera can cross its own moving path severa times or at least gets close to it. Known calibration
methods usually only consider the neighborhoods within the image stream. Typically no linking is done
between views whose position is close to each other in 3-D space but which have a large distance in the
sequence. To deal with this problem, we therefore exploit the 2-D topology of the camera viewpoints
to further stabilize the calibration. We process not only the next sequential image but search for those
images in the stream that are nearest in the topology to the current viewpoint. Typically we can establish
a reliable matching to 3-4 neighboring images which improves the calibration considerably. The details
were described in Section 5.3. We will also show how to use local depth maps for improving rendering
results. To this end dense correspondence maps are computed for adjacent image pairs of the sequence (see
Chapter 7).

8.3.2 Plenoptic modeling and rendering

We use the calibrated cameras to create a scene model for visualization. In [111] thisis done by plenoptic
modeling . The appearance of a scene is described through all light rays (2D) that are emitted from every
3D scene point, generating a 5D radiance function. Recently two equivalent realizations of the plenoptic
function were proposed in form of the lightfield [99], and the lumigraph [54]. They handle the case when
we observe an object surface within atransparent medium. Hence the plenoptic functionis reduced to four
dimensions. The radiance is represented as a function of light rays passing through the scene. To create
such aplenoptic model for real scenes, alarge number of viewsistaken. These views can be considered as
acollection of light rays with according color values. They are discrete samples of the plenoptic function.
Thelight rayswhich are not represented have to be interpolated from recorded ones considering additional
information on physical restrictions. Often, real objects are supposed to be lambertian, meaning that one
point of the object has the same radiance value in al possible directions. This implies that two viewing
rays have the same color value, if they intersect at a surface point. If specular effects occur, thisis not true
any more. Two viewing rays then have similar color values, if their direction is similar and if their point
of intersection is near the real scene point which originates their color value. To render a new view we
suppose to have avirtual cameralooking at the scene. We determine those viewing rays which are nearest
to those of this camera. The nearer aray isto agiven ray, the greater isits support to the color value.

Regular grid representation

The original 4D lightfield [99] data structure employs a two-plane parameterization. Each light ray passes
through two parallel planes with plane coordinates (s, ¢) and (u,v) (see Figure 8.8). Thus the ray is
uniquely described by the 4-tuple (s, t,u,v). The (s, t)-planeis the viewpoint plane in which all camera
focal points are placed on regular grid points. The cameras are constructed such, that the (u, v)-plane is
their common image plane and that their optical axes are perpendicular to it. From the two-plane param-
eterization new views can be rendered by placing a virtual camera on an arbitrary viewing position with
arbitrary parameters (e.g. focal length) and intersecting each viewing ray with the two planesat (s, ¢, u, v).
The resulting radiance is a look-up into the regular grid. For rays passing in between the (s, ¢) and (u, v)
grid coordinates an interpolation is applied that will degrade the rendering quality depending on the scene
geometry. In fact, the lightfield contains an implicit geometrical assumption: The scene geometry is planar
and coincides with the focal plane (Figure 8.9). Deviation of the scene geometry from the focal plane
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Figure 8.8: 4D representation of viewing raysin the regular grid representation of the lightfield.

cameraplane focal plane

Sk+1]

Figure 8.9: Viewpoint interpolation between s, and s .

causes image warping. Figure 8.9 shows that the radiance of the viewing ray r is interpolated from radi-
ance values ;1 and [, of neighboring camera viewpoints, depending on the geometrical deviation from
the focal plane.

Linear interpolation between the viewpointsin (s, t) and (u, v) introduces a blurred image with ghost-
ing artifacts. In reality we will always have to choose between high density of stored viewing rays with
high data volume and high fidelity, or low density with poor image quality.

If we have a sequence of images taken with a hand-held camera, in general the camera positions are
not placed at the grid points of the viewpoint plane. In [54] a method is shown for resampling this regular
two plane parameterization from real images recorded from arbitrary positions (rebinning). The required
regular structure is resampled and gaps are filled by applying a multi-resolution approach, considering
depth corrections. The disadvantage of this rebinning step is that the interpolated regular structure already
contains inconsistencies and ghosting artifacts because of errorsin the scantily approximated geometry. To
render views a depth corrected look-up is performed. During this step the effect of ghosting artifacts is
repeated so duplicate ghosting effects occur.

Representation with recorded images

Our goal is to overcome these problems described in the last section by relaxing the restrictions imposed
by the regular lightfield structure and to render views directly from the calibrated sequence of recorded
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virtual view point

virtual image plane

Figure 8.10: Drawing triangles of neighboring projected camera centers and approximating geometry by
one plane for the whole scene, for one cameratriple or by several planesfor one cameratriple.

images with use of local depth maps. Without loosing performance we directly map the original images
onto one or more planes viewed by avirtual camera.

2D mapping The following approaches will use this formalism to map images onto planes and vice
versa. We define alocal coordinate system in a plane A giving one point ag on the plane and two vectors
a; and a» spanning the plane. So each point p of the plane can be described by the coordinates x 4, y 4:
p = [a1a2a0][zaya 1]". The point p is perspectively projected into a camera which is represented by
the 3 x 3 matrix H = KR " and the projection center c. The matrix R is the orthonormal rotation matrix
and K is an upper triangular calibration matrix. The resulting image coordinates z, y are determined by
[ty 1]T ~ Hp — Hc. Inserting the above equation for p resultsin

T TA
y | ~Hlajas(ag—c¢)] | ya (8.1
1 1

Each mapping between alocal plane coordinate system and a camera can be described by asingle 3 x 3
matrix B = H[a; a3 (ag — ¢)].

Mapping via global plane In afirst approach, we approximate the scene geometry by a single plane A
by minimizing the least square error. We map all given cameraimages onto plane A and view it through a
virtual camera. This can be achieved by directly mapping the coordinates ., i of image k onto the virtual
camera coordinates [zy yy 1]T = BVB;I[xk yi, 1]7. Therefore we can perform a direct look-up into the
originaly recorded images and determine the radiance by interpolating the recorded neighboring pixel
values. This techniqueis similar to the lightfield approach [99] which implicitly assumes the uv—plane
as the plane of geometry. Thus to construct a specific view we have to interpolate between neighboring
views. Those views give the most support to the color value of a particular pixel whose projection center
is close to the viewing ray of this pixel. This is eguivalent to the fact that those views whose projected
camera centers are close to its image coordinate give the most support to a specified pixel. We restrict the
support to the nearest three cameras (see Figure 8.10). We project all camera centersinto the virtual image
and perform a 2D triangulation. Then the neighboring cameras of a pixel are determined by the corners
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Figure 8.11: Image of the desk sequence (left) and result of calibration step (right). The cameras are
represented by little pyramids.

of the triangle which this pixel belongs to. Each triangle is drawn as a sum of three triangles. For each
camera we look up the color values in the original image like described above and multiply them with
weight 1 at the corresponding vertex and with weight O at both other vertices. In between, the weights
are interpolated linearly similar to the Gouraud shading. Within the triangle the sum of weightsis 1 at
each point. The total image is built up as a mosaic of these triangles. Although this technique assumes
a very sparse approximation of geometry, the rendering results show only small ghosting artifacts (see
experiments).

Mapping via local planes The results can be further improved by considering local depth maps. Spend-
ing more time for each view, we can calculate the approximating plane of geometry for each triangle in
dependence on the actual view. This improves the accuracy further as the approximation is not done for
the whole scene but just for that part of the image which is seen through the actual triangle. The depth
values are given as functions z;, of the coordinates in the recorded images z ([zx, yx 1] 7). They describe
the distance of a point perpendicular to the image plane. Using this depth function, we calculate the 3D
coordinates of those scene points which have the same 2D image coordinates in the virtual view as the
projected camera centers of the real views. The 3D point p;, which correspondsto the real camera k can
be calculated as p;, = z(Hydy)dr + ck, Whered,, = n(cy — c,). The function n scales the given 3D
vector such, that its third component equals one. We can interpret the points pj, as the intersection of the
line €y ¢y, with the scene geometry. Knowing the 3D coordinates of triangle corners, we can define aplane
through them and apply the same rendering technique as described above.

Refinement  Finaly, if the triangles exceed a given size, they can be subdivided into four sub-triangles
by splitting the three sides into two parts, each. For each of these sub-triangles, a separate approximative
plane is calculated in the above manner. We determine the midpoint of the side and use the same look-up
method as used for radiance valuesto find the corresponding depth. After that, we reconstruct the 3D point
and project it into the virtual camera resulting in a point near the side of the triangle. Of course, further
subdivision can be done in the same manner to improveaccuracy. Especialy, if just few triangles contribute
to asingle virtual view, this subdivision is really necessary. It should be donein a resolution according to
performance demands and to the complexity of geometry.

8.3.3 Experiments

We have tested our approaches with an uncalibrated sequence of 187 images showing an office scene.
Figure 8.11 (left) shows one particular image. A digital consumer video camera was swept freely over
a cluttered scene on a desk, covering a viewing surface of about 1m?2. Figure 8.11 (right) shows the
calibration result. Figure 8.12 illustrates the success of the modified structure and motion algorithm as
described in Section 5.3. Features that are lost are picked up again when they reappear in the images.
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Figure 8.12: Tracking of the points over the sequence. Points (vertical) versus images (horizontal).

Figure 8.13 (left) shows the calibration results with the viewpoint mesh. Oneresult of areconstructed view
is shown in Figure 8.13 (right). Figure 8.14 shows details for the different methods. In the case of one
global plane (left image), the reconstruction is sharp where the approximating plane intersects the actual
scene geometry. The reconstruction is blurred where the scene geometry diverges from this plane. In the
case of local planes (middle image), at the corners of the triangles, the reconstruction is almost sharp,
because there the scene geometry is considered directly. Within atriangle, ghosting artifacts occur where
the scene geometry diverges from the particular local plane. If these triangles are subdivided (right image)
these artifacts are reduced further.

8.3.4 conclusion

In this section, we have shown how the proposed approach for modeling from images could easily be
extended to allow the acquisition of plenoptic models. The quality of rendered images can be varied by
adjusting the resolution of the considered scene geometry. Up to now, our approaches are calculated in
software. But they are designed such, that using al pha blending and texture mapping facilities of graphics
hardware, rendering can be done in real-time. More details on this approach can be found in [85, 84, 69].

8.4 Augmented reality

Augmented Reality (AR) aims at merging the real and the virtual in order to enrich a real environment
with virtual information. Augmentations range from simple text annotations accompanying real objects
to virtual mimics of real-life objects inserted into area environment. In the latter case the ultimate goal
is to make it impossible to differentiate between real and virtual objects. Several problems need to be
overcome before realizing this goal. Amongst them are the rigid registration of virtual objects into the
real environment, the problem of mutual occlusion of real and virtual objects and the extraction of the
illumination distribution of the real environment in order to render the virtual objectswith thisillumination
model. Thissectionwill unfold how we proceeded to implement an Augmented Reality Systemthat registers
virtual objects into a totally uncalibrated video sequence of a real environment that may contain some
moving parts. More details on thiswork can be found in [24].
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Figure 8.13: Calibration result and viewpoint mesh(left) and reconstructed scene view using one plane per
imagetriple.

9

Figure 8.14: Details of rendered images showing the differences between the approaches. one global plane
of geometry (left), onelocal plane for each image triple (middle) and refinement of local planes (right).
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84.1 PreviousWork

Accurate registration of virtual objects into a real environment is an outspoken problem in Augmented
Resdlity(AR). Thisproblem needsto be solved regardless of the complexity of thevirtual objects onewishes
to enhance the real environment with. Both simple text annotations and complex virtual mimics of real-
life objects need to be placed rigidly into the real environment. Augmented reality systems that lack this
requirement will demonstrate serious ‘jittering’ of virtual objectsin therea environment and will therefore
fail to givethe user areal-life impression of the augmented outcome.

Theregistration problem has already been tackled by several researchersin the AR-domain. A general
discussion of all coordinate frames that need to be registered with each other can be found in [204]. Some
researchers use predefined geometric models of real objects in the environment to obtain vision-based
object registration[79, 171, 209]. However, thisdelimitsthe application of such systems because geometric
models of real objects in a general scene are not always readily available. Other techniques have been
devised to make the calibration of the video camera obsolete by using affine object representations [94].
Thesetechniques are smple and fast but fail to provideareal impression when projective skew isdominant
in the video images. Therefore virtual objects can be viewed correctly only from large distances where the
affine projection model is amost valid. So it seems that the most flexible registration solutions are those
that don’t depend on any a priori knowledge of the real environment and use the full perspective projection
model. Our AR-System belongsto this class of flexible solutions.

To further enhance the real-life impression of an augmentati on the occlusion and illumination problems
need to be solved. The solutions to the occlusion problem are versatile. They differ in whether a 3D re-
construction of the real environment is needed or not [11, 19]. Also the illumination problem has been
handled in different ways. A first method uses an image of a reflective object at the place of insertion of
the virtual object to get an idea of theincoming light at that point [33]. A second approach obtainsthetotal
reconstruction of a 3D radiance distribution by the same methods used to reconstruct a 3D scene [164].
Another approach consists of the approximation of the illumination distribution by a sphere of illumination
directionsat infinity [165].

As computer generated graphics of virtual objects are mostly created with non physically-based ren-
dering methods, techniques that use image-based rendering can be applied to incorporate real objects into
another real environment [173] to obtain realistic results.

However, the ‘jittering’ of virtual objects in the real environment can degrade the final augmented
result severely, even if problems of occlusion and illumination can be resolved exactly. We focussed on
developing an AR-System that solves the registration problem as a prerequisite. It is based primarily on a
3D reconstruction scheme that extracts motion and structure from uncalibrated video images and uses the
results to incorporate virtual objectsinto the real environment.

8.4.2 Oveview

In the first upcoming section we will describe the adaptation of the structure and motion recovery algorithm
of the AR-System. Although the main goal is the recovery of motion of the camera throughout the video
seguence, the system also recoversa crude 3D structure of the real environment. This can be useful to han-
dle problemslike resolving occlusions and extracting the illumination distribution of the real environment.
We will focus on the motion recovery abilities of the AR-System.

Inafollowing section we will discussthe use of the recovered motion parametersand the 3D structureto
register virtual objects within thereal environment. Thisinvolves using the crude 3D representation of the
real environment which we obtain asan extrafrom the motion recovery algorithm. Dense 3D reconstruction
of thereal environment is not necessary but may prove useful for future solutions to the occlusion problem.

Asinput to the AR-System we can take totally uncalibrated video sequences. The video sequences are
neither preprocessed nor set up to contain calibration frames or fiducial markersin order to simplify motion
and structure recovery. Extraknowledge on calibration parameters of the video camera can be used to help
the AR-System to recover motion and structure but is not necessary to obtain good results.

The video sequences are not required to be taken from a purely static environment. As long as the
moving parts in the real environment are small in the video sequence the algorithm will still be able to
recover motion and structure.
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Figure 8.15: If the images are chosen too close to each other the position and orientation of the camera
hasn’t changed much. Uncertainties in the image corners lead to a large uncertainty ellipsoid around the
reconstructed point (Ieft). If images are taken further apart the camera position and orientation may differ
more from one image to the next, leading to smaller uncertainty on the position of the reconstructed point

(right).

8.4.3 Structure and motion

The structure and motion recovery approach described in this text can easily be adapted to fit the needs of
AR applications. However, the methods of Chapter 4 and 5 implicitly assume that two consecutive views
arenot 'too close'. If thisisthe case, e.g. for two consecutive images in avideo sequence, the computation
of the matrix F and therefore the determination of the corner matches between the two images becomes an
ill-conditioned problem. Even if the matches could be found exactly the updating of motion and structure
is ill-conditioned as the triangulation of newly reconstructed 3D points is very inaccurate as depicted in
Figure 8.15.

We solved this problem by running through the video sequence afirst time to build up an accurate but
crude 3D reconstruction of the real environment. Accuracy is obtained by using key-frames which are
separated sufficiently from each other in the video sequence (see Figure 8.16). Structure and motion are
extracted for these key-frames. In the next step each unprocessed image is calibrated using corner matches
with the two key-frames between which it is positioned in the video sequence. For these new images no
new 3D structure points are reconstructed as they will probably be ill-conditioned due to the closeness of
the new image under scrutiny and its neighboring key-frames. In thisway acrude but accurate 3D structure
isbuilt up in afirst pass along with the calibration of the key-frames. In a second pass, every other image
is calibrated using the 2D-3D corner matches it has with its neighboring key-frames. This leads to both
arobust determination of the reconstructed 3D environment and the calibration of each image within the
video sequence.

8.4.4 Augmented Video
Virtual Object Embedding

Results obtained in the previous section can be used to merge virtual objectswith theinput video sequence.
One canimport thefinal calibration of each singleimage of the video sequence and the reconstructed crude
3D environment into a computer graphics system to generate augmented images.

In a computer graphics system virtual cameras can be instantiated which correspond to the retrieved
calibrations of each image. The image calibrations include translation, rotation, focal length, principal
point and skew of the actual real camera that took the image at that time. Typically computer graphics
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Figure 8.16: The small dots on the background represent the recovered crude 3D environment. The larger
dark spots represent camera positions of key-framesin the video stream. The lighter spots represent the
camera positions of the remaining frames.

systems do not support skew of the camera. This can easily be adapted in the software of the computer
graphicssystem by including a skew transformation after performing the typical perspectivetransformation
asexplainedin [51]. We usethe Visualization ToolKit [170] as our computer graphicspackage. Thevirtual
cameras can now be used to create images of virtual objects.

These virtual objects need to be properly registered in the real 3D environment. This is achieved in
the following manner. First virtual objects are placed roughly within the 3D environment using its crude
reconstruction. Fine tuning of the position is achieved by viewing the result of arough positioning by sev-
eral virtual cameras and overlaying the rendering results from these virtual cameras on their corresponding
real images in the video sequence. See Figure 8.17. Using specific features in the real video images that
were not reconstructed in the crude 3D environment a better and final placement of all virtual objects can
be obtained. Note that at this stage of the implementation we don’t take into account occlusions when
rendering virtual objects.

Virtual Object Merging

After satisfactory placement of each single virtual object the virtual camera corresponding to each image
is used to produce a virtual image. The virtual objects are rendered against a background that consists of
the original real image. By doing so the virtual objects can be rendered with anti-aliasing techniques using
the correct background for mixing.

8.4.5 Examples

We filmed a sequence of a pillar standing in front of our department. Using the AR-System we placed a
virtual box on top of this pillar. Note that by doing so we didn’t have to solve the occlusion problem as
the box was never occluded since we were looking down onto the pillar. The AR-System performed quite
well. The‘jittering’ of the virtual box on top of the pillar is still noticeable but very small. See Figure 8.18.

Another example shows a walk through a street. The camera motion of the person taking the film
was far from smooth. However the AR-System managed to register each camera position quite well. See
Figure 8.19.

A third exampl e shows another street scene but with aperson walking around in it. Despite this moving
real object the motion and structure recovery algorithm extracted the correct camera motion. See Fig-
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Figure 8.17: The AR-interface : In the top right the virtual objects can be roughly placed within the
crude reconstructed 3D environment. The result of this placement can be viewed instantaneously on some
selected images.

Figure 8.18: A virtual box is placed on top of areal pillar. ‘Jittering’ is still noticeable in the augmented
video sequence but is very small.
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Figure 8.19: A street scene: The virtual box seemsto stay firmly in place despite the jagged nature of the
cameratrajectory.

ure 8.20.
All video examples can be found at
http: //imww.esat.kuleuven.ac.be/~kcorneli/smile2.

8.4.6 Discussion

In this section an AR-System which solvesthe registration problem of virtual objectsinto avideo sequence
of areal environment was presented. It consists of two main parts.

Thefirst part tries to recover motion and structure from the imagesin the video sequence. This motion
and structure can be projective but is upgraded to metric by self-calibration. In this way the registration
of the virtual objects in the scene is reduced from 15 to 7 degrees of freedom. The second part uses the
results of the first part to configure a computer graphics system in order to place virtua objects into the
input video sequence.

Theinput to the AR-System is a video sequence which can be totally uncalibrated. No special calibra-
tion frames or fiducial markers are used in the retrieval of motion and structure from the video sequence.
Also the video sequence does not have to be one of apurely static real environment. Aslong as the moving
parts in the video sequence are small the motion and structure recovery agorithm will treat these parts as
outliers(RANSAC) and therefore will discard them correctly in the determination of motion and structure.
The computer graphics system used for rendering the virtual objectsis adapted to use general cameras that
include skew of image pixels.

The present AR-System is far from complete. Future research efforts will be made to solve occlusion
and illumination problems which are common in Augmented Readlity.

8.5 Conclusion

In this chapter different methods were proposed to obtain 3D models from data computed as described in
the previous chapters. The flexibility of the approach also allowed us to compute plenoptic models from
image sequences acquired with a hand-held camera and to develope a flexible augmented reality system
that can augment video seamlessly.
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Figure 8.20: Another street scene: Despite the moving person the motion of the camera can be extracted
and used for augmenting the real environment with virtual objects.
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Chapter 9

Some results

9.1 Introduction

In this chapter we will focus on the results obtained by the system described in the previous chapter. First
some more results on 3D reconstruction from photographsare given. Then theflexibility of our approachis
shown by reconstructing an amphitheater from old film footage. Finally several applicationsin archaeology
are discussed. The application of our system to the construction of avirtual copy of the archaeological site
of Sagalassos (Turkey) —a virtualized Sagalassos- is described. Some more specific applications in the
field of archaeology are also discussed.

9.2 Acquisition of 3D models from photographs

The main application for our system is the generation of 3D models from images. One of the smplest
methods to obtain a 3D model of a scene is therefore to use a photo camera and to shoot a few pictures of
the scene from different viewpoints. Realistic 3D models can already be obtained with a restricted number
of images. Thisisillustrated in this section with a detailed model of a part of a Jain templein India.

A Jain Temple in Ranakpur

Theseimages were taken during atourist trip after ICCV'98in India. A sequence of imageswas taken of a
highly decorated part of one of the smaller Jain temples at Ranakpur, India. Theseimagesweretakenwith a
standard Nikon F50 photo cameraand then scanned. All the images which were used for the reconstruction
can be seen in Figure 9.1. Figure 9.2 shows the reconstructed interest points together with the estimated
pose and calibration of the camerafor the different viewpoints. Note that only 5 imageswere used and that
the global change in viewpoint between these different images is relatively small. In Figure 9.3 a global
view of the reconstruction is given. In the lower part of the image the texture has been left out so that the
recovered geometry is visible. Note the recovered shape of the statues and details of the temple wall. In
Figure 9.4 two detail views from very different angles are given. The visual quality of these imagesis still
very high. This showsthat the recovered models allow to extrapolate viewpointsto some extent. Sinceitis
difficult to give an impression of 3D shape through images we have put three views of the same part —but
dightly rotated each time—in Figure 9.5. This reconstruction shows that the proposed approach is able to
recover realistic 3D models of complex shapes. To achieve this no calibration nor prior knowledge about
the scene was required.

95
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Figure 9.2: Reconstruction of interest points and cameras. The system could automatically reconstruct a
realistic 3D model of this complex scene without any additional information.
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Figure 9.3: Reconstruction of a part of a Jain temple in Ranakpur (India). Both textured (top) and shaded
(bottom) views are given to give an impression of the visual quality and the details of the recovered shape.
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Figure 9.4: Two detail views of the reconstructed model.

Figure 9.5: Threerotated views of adetail of the reconstructed model.
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Figure 9.6: View of the Béguinages of Leuven

The Béguinages of Leuven

Having university buildings on the UNESCO World Heritage list, we couldn’t resist applying our 3D
modeling techniques to it. In Figure 9.6 a view of the Béguinages of Leuvenis given. Narrow streets are
not very easy to model. Using the presented technique we were able to reconstruct 3D models from video
sequences acquired with adigital video camera. Thiswas only made possible through the use of the polar
rectification since the epipoles were always located in the image. An example of a rectified image pair is
given in Figure 9.7. Note that the top part of the rectified images correspond to the epipole. In Figure 9.8
three orthographic views of the reconstruction obtained from a single image pair are shown. These allow
to verify the metric quality of the reconstruction (e.g. orthogonality and paralelism). To have a more
complete model of the reconstructed street it is necessary to combine results from more than one image
pair. This could for example be done using the volumetric approach presented in Section 8.2). A simpler
approach consists of loading different surfaces at the same time in the visualization software. There is
no need for registration since this was automatically performed during the structure and motion recovery.
Figure 9.9 contains four views of amodel consisting of 7 independently reconstructed 3D surfaces.

Figure 9.7: Rectified image pair (corresponding pixels are vertically aligned).
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Figure 9.8: Orthographic views of a reconstruction obtained from a single image pair: front (left), top
(middle) and side (right).

Figure 9.9: Views of areconstruction obtained by combining results from more images.
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Figure 9.10: This sequence was filmed from a helicopter in 1990 by a cameraman of the belgian television
toillustrate a TV program on Sagal assos (an archaeological sitein Turkey).

9.3 Acquisition of 3D models from pre-existing image sequences

Here the reconstruction of the ancient theater of Sagalassos is shown. Sagalassosis an archaeological site
in Turkey. More results obtained at this site are presented in Sections 9.4 and 9.5. The reconstruction is
based on a sequence filmed by a cameraman from the BRTN (Belgische Radio en Televisie van de Neder-
landstalige gemeenschap) in 1990. The sequence was filmed to illustrate a TV program about Sagal assos.
Because of the motion only fields —and not frames— could be used. The resolution of the images we could
use was thus restricted to 768 x 288. The sequence consisted of about hundred images, every tenth image
is shown in Figure 9.10. We recorded approximately 3 images per second.

In Figure 9.11 the reconstruction of interest points and camerasis given. This shows that the approach
can deal with long image sequences.

Dense depth maps were generated from this sequence and a dense textured 3D surface model was

Figure 9.11: The reconstructed interest points and camera poses recovered from the TV sequence.
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Figure 9.12: Some views of the reconstructed model of the ancient theater of Sagal assos.

constructed from this. Some views of this model are given in Figure 9.12.

9.4 Virtualizing archaeological sites

Virtual readlity is atechnology that offers promising perspectives for archaeologists. It can help in many
ways. New insights can be gained by immersion in ancient worlds, unaccessible sites can be made available
to aglobal public, courses can be given “on-site” and different periods or building phases can coexist.

One of the main problems however is the generation of these virtual worlds. They require a huge
amount of on-site measurements. |n addition the whole site has to be reproduced manually with a CAD- or
3D modeling system. Thisrequiresalot of time. Moreover it is difficult to model complex shapes and to
take al the details into account. Obtaining realistic surface textureis also a critical issue. Asaresult walls
are often approximated by planar surfaces, stones often al get the same texture, statues are only crudely
modeled, small details are left out, etc.

An alternative approach consists of using images of the site. Some software tools exist, but require
alot of human interaction [129] or preliminary models [34]. Our system offers unique features in this
context. The flexibility of acquisition can be very important for field measurements which are often re-
quired on archaeological sites. The fact that a smple photo camera can be sufficient for acquisition is an
important advantage compared to methods based on theodolites or other expensive hardware. Especialy
in demanding wesather conditions (e.g. dust, wind, heat, humidity).

The ancient site of Sagalassos (south-west Turkey) was used as a test case to illustrate the potential of
the approach developed in this work. The images were obtained with a consumer photo camera (digitized
on photoCD) and with a consumer digital video camera.

9.4.1 Virtualizing scenes

The 3D surface acquisition technique that we have devel oped can be applied readily to archaeological sites.
The on-site acquisition procedure consists of recording an image sequence of the scene that one desires to
virtualize. To alow for the algorithmsto yield good results viewpoint changes between consecutive images
should not exceed 5 to 10 degrees. An example of such a sequenceis given in Figure 9.13. Theresult for
the image sequence under consideration can be seen in Figure 9.14. An important advantageis that details
like missing stones, not perfectly planar walls or symmetric structures are preserved. In addition the surface
textureis directly extracted from the images. This does not only result in amuch higher degree of realism,
but is also important for the authenticity of the reconstruction. Therefore the reconstructions obtained with
this system could also be used as a scale model on which measurements can be carried out or as atool for
planning restorations.
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Figure 9.14: Virtualized corner of the Roman baths, on the right some details are shown

As asecond example, the reconstruction of the remains of an ancient fountain is shown. In Figure 9.15
three of the six images used for the reconstruction are shown. All images were taken from the same ground
level. They were acquired with a digital camera with a resolution of approximately 1500x1000. Half
resolution images were used for the computation of the shape. The texture was generated from the full
resolution images.

The reconstruction can be seen in Figure 9.16, the left side shows a view with texture, the right view
gives a shaded view of the model without texture. In Figure 9.17 two close-up shots of the model are
shown.

9.4.2 Reconstructing an overview model

A first approach to obtain a virtual reality model for a whole site consists of taking a few overview pho-
tographs from the distance. Since our technique is independent of scale this yields an overview model of
the whole site. The only difference with the modeling of smaller objects is the distance needed between
two camera poses. For most active techniquesit isimpossible to cope with scenes of thissize. The use of a
stereo rig would also be very hard since a baseline of several tens of meters would be required. Therefore
one of the promising applications of the proposed technique is large scale terrain modeling.

In Figure 9.18, 3 of the 9 images taken from a hillside near the excavation site are shown. These were
used to generate the 3D surface model seen in Figure 9.19. In addition one can see from the right side of
this figure that this model could be used to generate a Digital Terrain Map or an orthomap at low cost. In
this case only 3 reference measurements —GPS and altitude— are necessary to localize and orient the model
in the world reference frame.
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Figure 9.16: Perspective views of the reconstructed fountain with and without texture

Figure 9.17: Close-up views of some details of the reconstructed fountain
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Figure 9.18: Some of the images of the Sagal assos Site sequence

Figure 9.19: Perspective views of the 3D reconstruction of the Sagalassos site (left). Top view of the
reconstruction of the Sagalassos site (right).
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Figure 9.20: Integration of models of different scales: site of Sagalassos, Roman baths and corner of the
Roman baths.

9.4.3 Reconstructions at different scales

The problemisthat this kind of overview model istoo coarseto be used for realistic walk-throughsaround
the site or for looking at specific monuments. Thereforeit is necessary to integrate more detailed models
into this overview model. This can be done by taking additional image sequences for al the interesting
areas on the site. These are used to generate reconstructions of the site at different scales, going from a
global reconstruction of the whole site to a detailed reconstruction for every monument.

These reconstructions thus naturally fill in the different levels of details which should be provided for
optimal rendering. In Figure 9.20 an integrated reconstruction containing reconstructions at three different
scales can be seen.

At this point theintegration was done by interactively positioning thelocal reconstructionsin the global
3D model. Thisisacumbersome proceduresincethe 7 degrees of freedom of the similarity ambiguity have
to be taken into account. Researchers are working on methods to automate this. Two different approaches
are possible. The first approach is based on matching features which are based on both photometric and
geometric properties, the second on minimizing a globa aignment measure. A combination of both ap-
proacheswill probably yield the best results.

9.4.4 Combination with other modées

An interesting possibility is the combination of these models with other type of models. In the case of
Sagalassos some building hypotheses were trandated to CAD models. These were integrated with our
models. The result can be seen in Figure 9.21. Also other models obtained with different 3D acquisition
techniques could easily be integrated.

9.5 Moreapplicationsin archaeology

Since these 3D model s can be generated automatically and the on-site acquisitiontime isvery short, several
new applications come to mind. In this section afew possibilities areillustrated.
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Figure 9.22: 3D stratigraphy, the excavation of a Roman villaat two different moments.

9.5.1 3D dratigraphy

Archaeology is one of the scienceswere annotationsand precise documentation are most important because
evidenceisdestroyed during work. Animportant aspect of thisisthe stratigraphy. Thisreflectsthe different
layers of soil that correspond to different time periods in an excavated sector. Due to practical limitations
this stratigraphy is often only recorded for some dices, not for the whole sector.

Our technique allows a more optimal approach. For every layer a complete 3D model of the excavated
sector can be generated. Since this only involves taking a series of pictures this does not slow down the
progress of the archaeological work. In additionit is possible to model artifacts separately which are found
in these layers and to include the modelsin the final 3D stratigraphy.

This concept is illustrated in Figure 9.22. The excavations of an ancient Roman villa at Sagalassos
were recorded with our technique. In the figure a view of the 3D model of the excavation is provided for
two different layers.

9.5.2 Generating and testing building hypotheses

The technique also has a lot to offer for generating and testing building hypotheses. Due to the ease of
acquisition and the obtained level of detail, one could reconstruct every building block separately. The
different construction hypotheses can then interactively be verified on avirtual building site. Some testing
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Figure 9.23: Two images of parts of broken pillars (top) and two orthographic views of the matching
surfaces generated from the 3D models (bottom)

Figure 9.24: Reconstruction of a part of the cathedral of Antwerp. One of the original images (left), two
close-up views of the obtained reconstruction (middle, right).

could even be automated.

The matching of the two parts of Figure 9.23 for example could be verified through a standard regis-
tration algorithm [22]. An automatic procedure can be important when dozens of broken parts have to be
matched against each other.

9.6 Applicationsin other areas

Besides archaeology several other areas require 3D measurements of existing structures. A few possible
applications are briefly described here.

9.6.1 Architecture and heritage conservation

As an example a preliminary 3D reconstruction of the cathedral of Antwerp is shown in Figure 9.24. An
important registration project has recently started and the goal isto obtain a 3D model of the cathedral that
could be used as a database for future preservation and restoration projects. For some of these projects an
accurate texture of the model is crucial, since the level of stone degradation can be deduced from it. In
this context the method proposed in thiswork has alot to offer. An interesting approach would consist of
combining the existing close-range photogrammetric techniqueswith our techniques. This could lead to an
important increase in productivity without giving in accuracy.
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9.6.2 Marsrover control

We are involved in the development of a prototype for a Mars rover control system. The system would
consist of arover, alander and aground station. The lander has afixed stereo rig mounted on a pan and tilt
head. One of the tasks is to retrieve the external calibration of the stereo head and the pan and tilt axes. It
is not feasible to locate a calibration object in front of the cameras and therefore the necessary information
will be extracted from the Mars environment itself. Another task is to obtain a detailed reconstruction of
the environment of the lander. These different tasks are being solved using techniques presented in this
text.

9.6.3 Other applications

Theflexibility of the proposed systems allows applicationsin many domains. In some cases further devel-
opments would be required to do so, in others the system (or parts of it) could just be used asis. Some
interesting areas are forensics (e.g. crime scene reconstruction), robotics (e.g. autonomous guided vehi-
cles), augmented reality (e.g. cameratracking) or post-production (e.g. generation of virtual sets).

9.7 Conclusion

In this chapter some results were presented in more detail to illustrate the possibilities of this work. It
was shown that realistic 3D models of existing monuments could be obtained automatically from a few
photographs. The flexihility of the technique allows it to be used on existing photo or video material. This
was illustrated through the reconstruction of an ancient theater from a video extracted from the archives of
the Belgian television.

The archaeological site of Sagalassos (Turkey) was used as a test case for our system. Several parts
of the site were modeled. Since our approach is independent of scale it was also used to obtain a 3D
model of the whole site at once. Some potential applications are also illustrated, i.e. 3D stratigraphy and
generating/testing building hypotheses. A few other possible applications were also briefly discussed.
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