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Abstract

We introduce a representation, called a Multi-Level Progressive Mesh, for managing Levels of Detail (LODs) of a triangular mesh, allowing to store in memory an arbitrary number of LODs, with only about a 10% increase in memory usage with respect to the highest resolution mesh. We assume that LODs were generated by a previous process, and concentrate on representing them efficiently, allowing progressive display and transmission. Our format is particularly adapted for changing LODs interactively (including smooth transitions, or “geomorphs”). We show snapshots of our implementation on a Pentium (TM) 133 Mhz PC, using VRML and Java.

One aspect of this approach is to encode the LOD hierarchy using an array of representatives, one for each vertex except a few. The same array provides information to access all the LODs. Another aspect is to partition the vertices and triangles of the mesh in several levels of details (by assigning an integer level to each vertex and triangle), and to re-enumerate the vertices and triangles according to the levels.
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1 Introduction

Much of the recent research on Levels of Detail (LODs) of a triangular mesh has concentrated on developing LOD generation algorithms, and (generally) has not addressed the issue of representing and using LODs efficiently. By default, it is assumed that each LOD is represented and transmitted as a mesh of its own, and a display program for instance will choose either one for display at run time. Hoppe’s Progressive Meshes (PM) [1] is a notable exception. In PM, the mesh is represented as a base mesh and a series of “vertex split” operations, specifying how to insert a vertex and two triangles at a specific location. To switch from one level to the next, all the intermediate vertex splits involved (or their inverse edge collapses) must be applied in sequence. The framework presented here is more general, allowing to switch directly from any LOD to any other LOD. The LODs can be computed using vertex clusterings, which are more flexible than edge collapses (which we relied on in [2]). De Floriani et al. [3] use a Directed Acyclic Graph representation. They don’t explain how it applies to progressive transmission. The method in [4] used meshes with subdivision connectivity; obtaining them was quite involved. Other relevant work was discussed in [2].

Our starting point is the output of any triangle mesh simplification (polygon reduction) tool, producing a sequence of meshes by clustering vertices. (The relevance of the LOD hierarchy will depend upon the quality of the tool, but here which tool is used is unimportant.) We store the vertices and triangles of the full resolution mesh, together with a mapping between vertices of the LODs. This mapping is stored using an array of vertex representatives, no larger than the number of vertices in the highest resolution (i.e., original) mesh. After partition of the original mesh vertices and triangles into levels, and re-enumeration of such elements, the triangles belonging to a particular LOD are trivially identified, and the particular vertex mapping relative to this LOD can be quickly and efficiently extracted from the vertex representatives array.

2 Multi-Level Progressive Mesh

A triangular mesh is composed of a set of vertices and a set of triangles, each triangle being a triple of vertex references. A Multi-Level Progressive Mesh is as follows:

- Vertices and triangles are assigned a level starting from zero (most detailed level) to \( L = 0 \) (coarsest level). Both are enumerated in order of decreasing level, and the maximum index \( n_l \) for a vertex of a given level \( l \) is stored.
- For each vertex \( v \) with a level \( \leq L - 1 \) a representative is supplied. A representative is a reference to another vertex, with a higher level (and lower vertex number) which is substituted for the vertex \( v \). Representatives define a graph that is a forest. A vertex has either exactly 0 (Level \( L - 1 \)) or 1 representative. This forest can be conveniently stored using an array with one entry per vertex.
- From this information, LODS can be efficiently computed: each LOD \( l, 0 \leq l \leq L - 1 \) uses vertices and triangles of levels \( l, l + 1, \ldots, L - 1 \). For each such triangle, if a vertex reference is larger than \( n_l \), then we follow the forest of representatives as shown in Fig. 1 until we fall below \( n_l \). The forest of representatives can be path-compressed for speed-up (see Fig 2). The cost of pointing directly to the roots from each node is slightly super-linear in terms of the number of nodes (see [2] for a reference). By substituting vertex references in triangles with their corresponding forest root, we can switch directly from any level to any other level without having to build intermediate levels (contrary to PM[1]). There is no floating point operation involved.
- Vertices of the LODS do not have to be a proper subset of the original vertices (although this is more convenient).
set of vertices (of the mesh after clustering) and a mapping between the vertices of the previous mesh and the new vertices.

Vertices and triangles are assigned levels and are re-enumerated: For each remaining vertex after clustering, we identify its ancestors in the previous mesh using the mapping provided. Among its ancestors, one vertex is selected as a “preferred” ancestor based on geometric proximity (other criteria are possible). All vertices that are not preferred ancestors are assigned Level 0, and the largest indices (e.g., 7, 8 and 9 in Fig. 3). We also identify the triangles that become degenerate during the clustering and assign them Level 0 as well. The remaining vertices (0 through 6 in Fig. 3) and triangles are re-enumerated, the mapping adjusted to take the re-enumeration into account, and the operation repeated, whereby this time Level 1 is assigned. We stop when all clusterings are processed.

4 Applications

“Streaming”: A file as in Fig. 4 can be transmitted progressively: a new level can be displayed (or processed) as soon as the corresponding batch of vertices and triangles was read.

Memory Efficient LODs: Assuming no compression, we perform a simple byte count for specifying a generic mesh, ignoring vertex and triangle properties, and supposing that there are \( n \) vertices and approximately \( 2n \) triangles (this depends upon the surface genus and number of boundaries; it is exact for a torus) and that 4 bytes are used to store each vertex coordinate (typically a 4 byte float) and vertex index (4 byte int). The generic mesh would be stored using \( 36n \) bytes. Our representation would use less than \( 40n \) bytes, since vertex representatives, the sole addition, shall not be supplied for vertices of level 0; the additional cost factor is at most \( 40/36 \approx 1.1 \). There are various possibilities for a compressed encoding of this representation, but they are not covered in this abstract.

Smooth Transitions between LODs: When detail is added to the triangular mesh by lowering the level from \( l \) to \( l-1 \) the vertices of Level \( l-1 \) are introduced in the mesh. All added vertices have a representative in Level \( l \). The new triangles are determined as explained above, but for the new vertices, the coordinates of their representative are first used, resulting in a mesh that is geometrically the same as the Level \( l \) mesh. Then, gradually, the coordinates are interpolated linearly from that position to the new coordinates using a parameter \( \lambda \) that varies between 0 and 1.
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